AMS Interoperability Test Report

1 Introduction
Formal interoperability testing for the Asynchronous Messaging Service (AMS) was conducted at the Johns Hopkins University Applied Physics Laboratory in Laurel, MD from March 25-27, with David Edell serving as test director.  Scott Burleigh from the Jet Propulsion Laboratory (JPL), Pat Donahue from Marshall (MSFC), and Tim Ray from Goddard (GSFC) were in attendance.  Testing was concluded via teleconferences on April 3 and April 13.

Primary interoperability testing was performed between the GSFC and MSFC implementations, with the JPL version participating in selected tests.   The following sections of this report describe the results of these test procedures as described in the AMS Interoperability Test Plan.

Informal testing was also performed with an independently developed node implementation by Andrew Harris of APL, written in StandardML (an open source language available from sourceforge).  This version is not fully functional at this time, however did demonstrate the ability to register successfully.  
All test procedures in the formal test plan have been successfully completed.  In the course of these tests several implementation bugs have been identified and corrected.  Related discussions have also led to updates to the specification, primarily in the RAMS protocol description.  
The tests performed are designed to exercise interoperability between implementations in all areas of the AMS specifications.  Additional testing and verification would be required to validate an implementation for production usage. 
Security and Checksum capabilities have not been exercised as part of these test procedures due to availability of these features in existing implementations.  It should also be noted that the usage of multiple active transport services at one time has not been tested.  These are generally optional implementation specific features that are not expected to affect interoperability, 

2 Results of Nominal Testing Procedures

2.1 Base Registrar Configuration

	Test#
	CS
	RegistrarA
	RegistrarB
	Results

	
	
	
	
	1
	2
	3

	2.1a
	PAT
	TIM
	PAT
	P
	P
	P

	2.1b
	TIM
	PAT
	TIM
	P*
	P
	P


All tests in this series were completed successfully.  A minor issue was identified in the first attempt of test 2.1b.1, due to a minor bug in the format of the cell_spec.  No further issues occurred in this test series following correction of this bug.
2.2 Basic Node Registration

	Test#
	CS
	Registrar
	NodeA
	Results

	
	
	
	
	1
	2
	3

	2.2a
	PAT
	PAT
	TIM
	P
	P
	P

	2.2b
	TIM
	TIM
	PAT
	P
	P
	P

	
	
	
	
	
	
	

	
	
	
	
	
	
	


2.3 Message Exchange

	Test#
	CS
	Registrar
	NodeA
	NodeB

	
	
	
	
	

	2.3a
	ANY
	PAT
	TIM
	PAT

	2.3b
	ANY
	TIM
	PAT
	TIM

	
	
	
	
	

	
	
	
	
	


	Test#
	Results

	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17

	2.3a
	P
	P
	P
	P
	P
	P
	P
	P
	P
	P
	P
	P
	P
	P
	P
	P
	P

	2.3b
	P
	P
	P
	P
	P
	P
	P
	P
	U*
	-*
	-
	-
	-
	-
	P
	P*
	P*

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


All executed test procedures completed without error.  The indicated steps in chapter 2.3b were not performed due to the unavailability of underlying capabilities at the time of testing.  Indicated steps (*) were partially completed, however  are related to the deferred steps and should be repeated once the requisite features are in place to ensure completeness of testing for all scenarios against implementation bugs.

Step 10 was performed successfully, however should be repeated once the preceding invitations are in place to guarantee that invitations and subscriptions are not confused.  Steps 16 and 17 may be repeated to verify propagation of invitations.
The completed tests in this series, combined by results in later RAMS tests involving the same functions following correction of the identified bugs, are considered sufficient for confirming interoperability between these implementations.  
2.4 Cross-Domain Communication

	Test#
	CS
	RegistrarA
	NodeA1
	NodeA2
	RegistrarB
	NodeB1
	NodeB2

	2.4a
	ANY
	PAT
	PAT
	TIM
	TIM
	TIM
	PAT

	2.4b
	ANY
	TIM
	TIM
	PAT
	PAT
	PAT
	TIM

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


	Test#
	Results

	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	2.4a
	P
	P
	P
	P
	P
	P
	P
	P
	P
	P
	P
	P

	2.4b
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	


All tests were completed without issue.  The reverse configuration was not performed in the interests of time and the agreement that repeating this series would be redundant with other tests performed.  

Resynchronization
	Test#
	CS
	RegistrarA
	NodeA
	NodeB
	Results

	
	
	
	
	
	1
	2
	3

	2.5a
	PAT
	SCOTT
	PAT
	SCOTT
	P
	P
	P

	2.5b
	SCOTT
	PAT
	SCOTT
	PAT
	P
	P
	P

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


Resynchronization tests were successfully performed between the JPL and MSFC implementations as this capability is not currently available in the GSFC version.  Pat’s (MSFC) implementation includes a GUI option to artificially purge active subscriptions and/or invitations from a nodes memory.  This simplifies verification of resynchronization, which can be confirmed by proper subscription states for the purged configuration after the next resynchronization period.  
3 Results of Robustness Verification

3.1 Basic Configuration Robustness

	Test#
	CS
	Registrar
	Nodes
	Results

	
	
	
	
	1
	2
	3
	4
	5
	6
	7
	8

	3.1a
	PAT
	TIM
	ALL
	P
	P
	P
	P
	P
	P
	P
	P

	3.1b
	TIM
	PAT
	ALL
	P
	P
	P
	P
	P
	P
	P
	P

	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	


3.2 Extended Robustness Validation

	Test#
	CS
	RegistrarA
	NodeAx
	RegistrarB
	NodeBx
	Results

	
	
	
	
	
	
	1
	2
	3
	4
	5
	6

	3.2a
	PAT
	PAT
	ALL
	TIM
	ALL
	P
	P
	P
	P
	P
	P

	3.2b
	TIM
	TIM
	ALL
	PAT
	ALL
	P
	I
	
	
	
	


The first phase of these tests executed without issue.  The second configuration was held up by an identified bug in one of the implementations preventing reconnection of a registrar.  

4 Results of Remote AMS Test Procedures

4.1 Basic RAMS Verification

	Test#
	C1
	C2
	Configuration
	Results

	
	
	
	
	1
	2
	3
	4
	5
	6
	7
	8

	4.1a
	PAT
	TIM
	TREE
	
	
	
	
	
	
	
	

	4.1b
	TIM
	PAT
	MESH
	P
	P
	P
	P
	P
	-
	-
	-

	4.1c
	PAT
	TIM
	MESH
	P
	P
	I
	P
	P
	-
	-
	-

	4.1d
	Tim
	Pat
	Tree
	P
	P
	P
	P
	P
	P
	P
	P


Invitation and subscription based steps were deferred due to previously described limits in the available implementations.  All other tests were performed successfully, with the exception of 4.1.c.3 part 2 due to an implementation bug that will be corrected at a later time.

4.1d.5: Tim’s Gateway cancelled subscription on Subject3 when commanded to cancel Subject2.  Otherwise, subscription cancellation for Subject3 worked successfully.

4.1d.6: Send from Pat to Tim required an additional invite in reverse due to an implementation bug in Pat’s GUI.  This test was repeated with invitations from NodeA1 and NodeB1 in inverse.  All bugs in 4.1d fixed and all tests were ultimately finished successfully.
Deferred steps in this series indicate implementation bugs, and not specification issues.  Combined with the Advanced RAMS Verification procedures below, it is shown that all components have been able to interoperate successfully.  
4.2 Advanced RAMS Verification

	Test#
	C1
	C2
	C3
	Configuration
	Results

	
	
	
	
	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	4.2a
	TIM
	PAT
	PAT
	MESH
	P
	
	
	
	
	
	
	
	
	

	4.2b
	PAT
	TIM
	TIM
	MESH
	P
	P
	-
	P
	-
	P
	P
	-
	
	

	2.2c
	PAT
	TIM
	PAT
	Tree
	P
	P
	P
	P
	P
	P
	P
	P
	P
	P

	2.2d
	TIM
	PAT
	TIM
	Tree
	P
	P
	P
	P
	P
	P
	P
	P
	P
	P

	2.2e
	PAT
	TIM
	PAT
	Mesh
	P
	P
	P
	P
	P
	P
	P
	P
	P
	P


All advanced RAMS verification procedures were eventually completed successfully, though not necessarily following the exact order as specified in the original test plan.  Several implementation issues were identified in the course of these test procedures.  
A limitation in the RAMS specification was further identified, in which the ability to recover from a failed gateway was not defined.  The RAMS specification was subsequently amended and the implementations updated as appropriate.  
The issues that have been worked through in the course of completing this set of test procedures include:

· Pat’s implementation was initially unable to properly propagate a subscription cancellation across multiple RAMS gateway.  

· Steps 3 and 5 initially deferred due to private messaging not being available in all implementations.

· In scenario 2.2d, a publish from C3 to C1 did not work due to an issue in the C2 gateway not forwarding all messages as required after C3 was brought online.
· In scenario 2.2e, a bug prevented the C1 gateway from retransmitting subscriptions for its nodes after C1’s membership in the network has been retracted and subsequently re-asserted.

