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Statement of Intent
The Consultative Committee for Space Data Systems (CCSDS) is an organisation officially established by the management of its members. The Committee meets periodically to address data systems problems that are common to all participants, and to formulate sound technical solutions to these problems. Inasmuch as participation in the CCSDS is completely voluntary, the results of Committee actions are termed Recommended Standards and are not considered binding on any Agency.

This Recommended Practice is issued by, and represents the consensus of, the CCSDS members.  Endorsement of this Recommended Practice is entirely voluntary. Endorsement, however, indicates the following understandings:

· Whenever a member establishes a CCSDS-related Practice, this Practice should be in accord with the relevant Recommended Practice. Establishing such a Practice does not preclude other provisions which a member may develop.

· Whenever a member establishes a CCSDS-related Practice, that member will provide other CCSDS members with the following information:


--
The Practice itself.


--
The anticipated date of initial operational capability.


--
The anticipated duration of operational service.

· Specific service arrangements shall be made via memoranda of agreement. Neither this Recommended Practice nor any ensuing Practice is a substitute for a memorandum of agreement.

No later than five years from its date of issuance, this Recommended Practice will be reviewed by the CCSDS to determine whether it should: (1) remain in effect without change; (2) be changed to reflect the impact of new technologies, new requirements, or new directions; or (3) be retired or cancelled.

In those instances when a new version of a Recommended Practice is issued, existing CCSDS-related member Practice and implementations are not negated or deemed to be non-CCSDS compatible.  It is the responsibility of each member to determine when such Practice or implementations are to be modified.  Each member is, however, strongly encouraged to direct planning for its new Practice and implementations towards the later version of the Recommended Practice.

FOREWORD

Through the process of normal evolution, it is expected that expansion, deletion, or modification of this document may occur.  This Recommended Practice is therefore subject to CCSDS document management and change control procedures, which are defined in the Procedures Manual for the Consultative Committee for Space Data Systems.  Current versions of CCSDS documents are maintained at the CCSDS Web site:

http://www.ccsds.org/

Questions relating to the contents or status of this document should be addressed to the CCSDS Secretariat at the address indicated on page i.
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1. Introduction

This document presents a Security Architecture for Space Data Systems, which is hereafter called SASDS.

NOTE: This architecture (SASDS) is based on the Reference Architecture for Space Data Systems [Ref 1] developed by the CCSDS Architecture Working Group.

1.1. Purpose 

This security architecture (SASDS) will be used for the following purposes:

a) To establish an overall CCSDS framework for the incorporation of security into the data systems of space missions;

b) To define common language and representation so that challenges, requirements, and solutions in the area of security within space data systems can be readily communicated;
c) To provide a source of information for the security architect’s on a space mission to use to develop the system security design;
d) To facilitate development of standards in a consistent way so that any standard can be used with other appropriate standards in a system.

1.2. Document Structure

Section 2 provides an introduction into how the Security Architecture will co-exist with the work being carried out by the CCSDS Architecture working group.

Section 3 discusses the security concepts that need to be addressed by the security architecture.

Section 4 looks at how the security concepts and the CCSDS architecture outlined in sections 2 and 3 relate to each other.

Section 5 sets some high level principles and the scope that the security architecture must address.

Section 6 develops a series of mission profiles that are used to help identify where security is required, what the issues are and what solutions are applicable.

Section 7 considers Key Management
Section 8 introduces the proposed security architecture and shows how this fulfils the requirements developed in the proceeding sections.

1.3. Terms

	Security Architecture
	The framework which will supply the design structure needed to ensure the systems developed will meet their security and mission requirements.

	Security Design
	The specific security components selected and combined to meet the mission’s security needs. 

	System
	A physical instantiation of a design.


2. THE CCSDS REFERENCE ARCHITECTURE

2.1. Background

Today, ubiquitous network connectivity among principal investigators and mission operations has become standard. This makes mission operations more dangerous than in the past when operations were carried out over closed, mission-specific networks.  The security risks to both spacecraft and ground systems have increased to the point where CCSDS must adopt existing or develop specific (as necessary) Information Security standards in order to protect mission critical resources and protect sensitive mission information.

CCSDS requires a Security Architecture as part of its overall System Architecture. CCSDS must promote secure interoperability for space missions, and the incorporation of security within the system, needs to maintain appropriate interoperability.  Also, a mission threat statement for CCSDS is required in order to allow mission planners to better understand the threats that they should plan to counter via security technologies.  In due course, Information Security standards should be developed or as an accompaniment to its communications and mission operations standards.

Key factors to consider for space missions are the vulnerability of sophisticated resources to potential attackers and the increased awareness of the public opinion about the consequences of the malicious use of public assets. For example, hacking into the Telecommand system of any of the Mars missions would be extremely visible, extremely embarrassing, and potentially very costly for any of the CCSDS member Agencies.

2.2. CCSDS Reference Architecture

The CCSDS reference architecture (RASDS) uses multiple views to present architectures of space data systems.  Since space data systems have various aspects and it is not easy to depict these various aspects in a single framework, the architecture of a space data system is described with multiple views, each focusing on different concerns associated with the system.

A view is a form of abstraction achieved using a selected set of architectural concepts and structuring rules, in order to focus on particular concerns within a space data system. Further background information is available in [1].

Five different, basic Views are described in [1]. These are:

1) Enterprise View: The motivation for the Enterprise View is that we have complex organisational relationships involving spacecraft, instruments, ground systems, scientists, staff, and contractors that are distributed among multiple organizations (space agencies, science institutes, companies, etc.).  The Enterprise View is used to address these aspects of space data systems. The Enterprise View describes the organizations involved in a space data system and the relationships and interactions among them.  The relationships among the organisations are described in terms of the roles, responsibilities and policies of the organisations; and the interactions among the organisations are described in terms of agreements and contracts.

2) Connectivity View: The motivation for the Connectivity View is that we have system elements that are in motion through space and consequently connectivity issues associated with pointing, scheduling, long round trip light times, and low signal-to-noise ratios, all of which require special protocols and functionality to deal with.  The Connectivity View is used to address these aspects of space data systems. The Connectivity View describes the physical structure and physical environments of a space data system.

 3) Functional View: The motivation for the Functional View is that we have functional elements and their logical interactions that are separate from the engineering concerns of where functions are housed, how they are connected, which protocols are used, or what language is used to implement them.  The Functional View is used to address these functional aspects of space data systems. The Functional View describes the functional structure of a space data system and how functions interact with each other.

4) Information View: The motivation for the Information View is that we have data objects with different structures, relationships, and policies that are passed among the functional elements and managed (that is, stored, located, accessed, and distributed) by information infrastructure elements.  The Information View is used to address these aspects of space data systems. The Information View looks at the space data systems from the perspective of the Information Objects that are exchanged among the Functional Objects.

5) Communications View: The motivation for the Communications View is that we have layered sets of communications protocols to support communications among the functional elements that need to meet the requirements imposed by the connectivity and operational challenges.  The Communications View is used to address these aspects of space data systems. The Communications View describes the mechanisms of information transfer that occurs among physical entities (i.e., Nodes) in a space data system.

Further Views can be derived from these five basic Views such as the Cross Support View or the Layered View.

3. General Security Principles
The security view of the world is similar to what has been outlined above. The security world is also split into different views but there are various different versions each areas can be split into: 

· Physical Security

· Information Security (INFOSEC)
· Transmission Security (TRANSEC)

3.1. Physical Security

Physical security is concerned with protecting the actual equipment that makes up a system. It is often pointed out that there is little point having sophisticated firewalls to stop people hacking into a computer to steal the data stored in it, if they can just walk in and pick up the whole computer and walk out with it.  Physical security is concerned with providing physical barriers such as guards, fences, locked rooms, etc.

3.2. Information Security

INFOSEC is concerned with the protection of information as it travels from one place to another and when it resides in a location. The main principles that are associated with information security are: 
1. Authentication of Users and Computers

2. Confidentiality of the Data
3. The integrity of the Data
4. Availability of the Data
Authentication is the means by which a computer (or system) verifies the identity of an agent on the system, be this a person, service or computer. For example this could be when the two ends of a communication channel verify the identity of the entity at the other end of the channel or when a user logs on to a system.. 

Confidentiality is the means by which a system ensures that only those users, services or systems authorized to can access data. Confidentiality is achieved by the use of encryption. There are many different methods by which encryption can be employed and many different algorithms can be used. A full discussion of this is outside the scope of this architecture, although some will be mentioned later in this document.

Integrity is the process of ensuring that data has not changed either in transit or since it was last verified, this can either come about as a by-product of an encryption process or by using a dedicating hashing algorithm.
Availability is the means by which the timely accessibility of a system is assured; it can be measured in uptime. Often it is about mitigation against Denial-of-Service, whether it is intended and malicious or accidental. 
3.3. Transmission Security

TRANSEC is concerned with moving data between two points in a secure fashion. It might appear that TRANSEC and COMSEC are similar as they both do the same job; however the physical means by which security is achieved is very different.

COMSEC assumes that the link it is using between two points can not be trusted and so encodes the data to provide confidentiality. TRANSEC provides mechanisms for hiding the presence of the communications link and/or preventing the link from being jammed. Thus, TRANSEC dictates physical schemes for securing a link between two points and an example is use of spread spectrum or frequency hopping techniques on an RF link.

3.4. Procedures

The above schemes describe different techniques and technologies that can be used to protect information, however all these must be used in conjunction with written policies such as System Operating Procedures (SyOPs), also known as Standard Operating Procedures (SOP), and a System Security Procedures (SSP) which describe what procedures are required both for computer systems and the people that use them.
3.5. Document Focus
While both physical security and procedural security are essential elements of any security system they are not the focus of this paper and will not be taken any further here, both will be unique to any system implemented and must be developed by experienced security practitioners specifically for that enterprise, system and mission.

This paper is principally focussed on combination of technology, barriers and protocols plus their support systems that are needed to protect missions and their data.

4. Security and the CCSDS Reference Architecture

4.1. Security and the Enterprise View

Security within the Enterprise View is concerned with the concept of trust between organisations. Many organisations may be involved in a space mission. At the top of the mission organisation, perhaps the lead agency, a Security Policy should be established which explains the high level security requirements, roles, and responsibilities for the mission. N.B. The CCSDS Security Working Group can assist in the development of data security policies for missions.

Some form of agreement must exist between participating organisations within the mission. This may be a Memorandum of Understanding (MoU), a Memorandum of Agreement (MoA), a contract, a teaming agreement, etc. The agreement should refer to the Security Policy for the mission and state that all participants must adopt and enforce the policy.

There may be conflicts between organisations with regard to security policy enforcement. To reduce the impact of problems associated with security conflicts, the lead agency must ensure that the security policy is adopted effectively and enforced by all organisations involved.

A good example of security within the Enterprise view is the use of Agency B’s telemetry, tracking, and control (TT&C) network by Agency A.  Agency B is likely to have network security requirements that other organisations must adhere to when connecting to its network. These security requirements must be captured within the contract or service agreement between Agencies.
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4.1.1. Security Risks highlighted by the Enterprise View
The enterprise view shows where information needs to go in order to be useful and which organisations need to communicate in order for a mission to be a success. 

There are two distinct relationships that need to be considered by the Security Architecture and both are to do with trust. 
If all the agencies involved in a mission trust each other (at least at a system level) then the entire security of the system is as robust as the weakest agency and the dangers of any other systems it is connected to. In this scenario all the agencies must agree to a certain level of security and trust each other to abide by them.
If the different agencies do not trust each other then there are two methods for interacting (assuming the agencies still need to cooperate in order to complete the mission). The first is for them to concentrate on the infrastructure and the second is for them to concentrate on the data. When an agency concentrates on infrastructure, it isolates all the systems that must deal with an untrusted entity from all its other systems, in this way it limits the damage that can be caused by a security breach such as a virus. This is expensive as it tends to replicate existing systems and limits how information for that mission can be processed and compared or combined with other information. When an agency concentrates on the data it places strong barriers between itself and the untrusted entity so that it can check all communications between itself and the other enterprise.

Obviously the nature of the interaction between the two organisations will have a bearing on the type of relationship the two will have and how they ensure security. Another factor is where the two interact; this can be on the ground, in space, between spacecraft, or in the case of the multi-mission spacecraft as discussed in section 6.6 on board a spacecraft. 

As a result of looking at the mission structure using the Enterprise View we see what Security Policies need to be developed and where the trust relationships will lie.
4.2. Security and the Connectivity View

Within the Connectivity View, the view is related to the concept of physical Nodes, where the nodes are located and how the Nodes communicate.

In traditional terrestrial communication systems, full period connectivity is assumed to connect between nodes at all times. This is not the case in Space Data systems. 

For deep space missions power must be conserved which requires communications systems to be deactivated for periods of time. Also planetary bodies will obscure the radio link as they pass between two nodes and orbital mechanics will result in line of sight communication not being available at all times. 
While this is not true for physical reasons for missions which use geostationary satellites such as communication or weather satellites it can be envisaged that these issues will affect these missions as well for financial reasons. Due to the ever increasing need for missions to conserve financial resources it is not unreasonable to see the use of common ground facilities which must be shared between missions and so a single mission will experience a break in communications for lack of available ground infrastructure. 

The security system must be able to cope with breaks in communications, both expected and unexpected and must be able to recover gracefully, without rendering a node inactive.

Breaks in communications are not the only factor introduced by the connectivity view. Another issue is speed and quality of communications. While not a big problem for ground based and near earth missions, communications from deep space missions will encounter delay and reduced quality.
That said for those missions that have constant high quality links there is less of a problem and the use of off-the-shelf solutions can be considered, what is true of all missions is the trade off of security overhead against the missions ability to achieve its goal. All security systems add a certain amount of overhead, but in bandwidth limited space environments, this must be reduced to an absolute minimum. A security system that uses 90% of the available communications resources will be soundly rejected.
Therefore a sound analysis of the mission using the connectivity view will allow the mission planners to consider all these factors and choose the appropriate security measures.
4.2.1. Ground Systems

As discussed earlier another factor which must be considered is the increasing use of the Internet and other “open” networks to connect different parts of the ground segment. In order to do this safely all ground systems must first ensure they have sufficiently robust controls to protect themselves from the network which they use. They must also use Virtual Private Networks (VPN) to ensure secure communication between ground based facilities not only to protect the integrity of the data but also to ensure that the systems cannot be compromised by man-in-the-middle attacks.
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4.2.2. Security Risks Highlighted by the Connectivity View

When considering security in light of the connectivity view all links need to be considered from the spacecraft all the way back to the mission analyst based in a 3rd party research establishment. Including all intermediary nodes, including relay satellites, ground stations, mission control, payload control and finally to any exploitation systems.
Risks to consider are:

· Jamming of RF signals

· Eavesdropping

· Loss of signal both planned and unplanned

· Use of “Open” networks for ground system connectivity

· Threats from those networks 

4.3. Security and the Functional View

The functional view is the logical view of a system. This will probably be the first view developed in a mission lifecycle. It is also the time when security should be considered because incorporating security into a design from the outset will save money and time later on.

The Security Architecture should be developed at the same time as the functional architecture. While a functional architecture describes how different functional parts of a system will combine to make a whole that will meet the mission requirements, the security architecture describes how the functional parts will interact with each other and external systems so as to meet the security policy of the system. So as soon as the initial functional architecture takes shape the security architecture should start to be developed as aspects of the security architecture will require the functional architecture to be altered, by doing these trade-offs early in the design process significant amounts of time and money can be saved.

4.3.1. Security Risks Highlighted by the Functional View

The functional view of any space system allows one to consider how the different elements of a system and the different data flows between elements will occur. As discussed earlier the Security Architecture should be developed along with and should shape the functional view of the system.
It is within the functional view that issues to with classifying information and grouping it into islands of similar marking will arise. This in turn allows gateways and border devices to be placed on the pathways between information islands.

This is used more on grounds systems than on actual spacecraft (although there is no reason for a spacecraft to have different security domains within it) and can be combined with the insights gained from the Enterprise view far am organisation to consider how it processes information and connect to other organisations.
4.4. Security and the Information View

Information security controls how the data within the system is protected. This effects how data is stored and transmitted between functional elements of a system, as such this view maps onto the INFOSEC security view. An important issue to consider here is remote commanding of spacecraft. The INFOSEC design must consider how a spacecraft (or a ground based facility) can authenticate a command to ensure it comes from an approved source.
4.4.1. Risks Highlighted by the Information View

The risks that become apparent from considering a system from the Information view are those of:

· Authentication
· Confidentiality

· Integrity

· Availability

· Repudiation

Authentication

Authentication is important to avoid spoofing of communications, and commands especially telecommand and telemetry. As awareness of space communications and technology to send radio frequencies to Space become more widespread then authentication becomes critical to blocking unauthorised users. However ground based systems must also have strong authentications systems as it is pointless to secure the space part of the mission if the ground facilities can be compromised.
Confidentiality
 Confidentiality is needed to stop eavesdropping of communications, which could lead to the unauthorised disclosure of sensitive or embarrassing information. Encryption of the key exchange is also necessary to stop potential spoofing and aid authentication.
Integrity

Integrity is particularly important for telemetry and telecommands because if the spacecraft receives a wrong command the ground station could potentially loose control of it.
Availability

Certainly the ground systems need to be contactable when the space element wishes to communicate with them, so availability for those systems is crucial. Any trusted third parties being used need to be contactable for communication exchanges. 
Repudiation

Repudiation is probably less of any issue in this environment, but some sort of accountability as to who or what performed or issued a command is highly desirable.
4.5. Security and the Communications View

The Communications view is different to the other four view discussed already, this is because it is concerned not with the level of detail of the system but more in describing how it will be implemented from the point of view of the OSI 7 Layer model and the different protocols used to implement it.
From a security point of view this more helps describe how the different security enforcing functionality fits together to ensure there are no gaps and what security protocols will be used.

Security analysis using the communications view will consider how elements will communicate with each other. As a result of this it will help the mission planner to decide which parts of the CCSDS Security Architecture, as described later in this document, they wish to use for their mission and which “layers” of the security stack they wish to employ. 
4.6. Physical Security

The physical security of a node is related to its environment and the protection measures needed to protect against particular threats. For example, a tracking station is likely to need access control on the entrances, guards, and a fence to protect the perimeter from unauthorized personnel.

As such, physical security is not within the scope of this document but some form of physical security should be applied to all ground based systems.
5. Mission Security Checklist

To summarise what has been discussed so far, when considering the security needs of a mission there are several products that must be produced and it has been shown the use of the RASDS Views can greatly help in developing these products.
Every mission should have;

1. A Security Policy

2. Security Interconnection Policy

3. Mission Security Threat Assessment 
4. Mission Security Architecture
5. Security Operating Procedures (SyOps)

This is also the order in which these documents should be developed.

5.1. Security Policy

The mission security policy must be observant of any higher level agency security policies but must clearly state:
1. The classification and therefore level of protection of all the information, associated with the mission, both live and archive, telemetry, telecommand and ground systems.

2. The roles of those who have access to the system.

3. The integrity requirements of the system.

4. The availability requirements of the system.
5.2. Security Interconnection Policy

The mission interconnection policy must clearly state; 

1. Which organisations will be allowed to interconnect to fulfil the mission
2. The type of connections that will be made, e.g. continuous or intermittent.

3. The interface of these connections, dedicated link, or Internet or dial up

4. The classification of the information going over those links.
5.3. Threat Assessment

The threat assessment needs to consider the type of the mission and what the information security threats are to that mission. It is important to consider all parts of the mission architecture during all phases of the mission as the threat profile to the mission will change as the mission progresses. A more detailed discussion of mission threat assessment see reference [10].
It should be noted that the Threat assessment will use the outputs of the Security Policy and Security Interconnection documents to help identify attack vectors and the value of the data and assets to be protected.
5.4. Mission Security Architecture

To security architecture for the mission is the logical system design with a focus on security. It must be developed in step with the system architecture. 

The security architecture will shape how the system architecture is formed and will have to be developed and adapted as the system design matures to ensure that the mission goals will be achieved while keeping compliant to the Security Policy.
The Security Architecture will use the System Security Policy, Security Interconnection Policy and the results of the Threat Assessment as inputs.
Never attempt to develop the security architecture after the system design has been developed! This will make it extremely difficult to produce a security compliant system, experience shows that changes will need to be made to the system design which will delay the project and increase costs considerably.

5.5. Security Operating Procedures (SyOps)
The Security Operating procedures define how the users of the system are expected to operate, and what is and is not allowed. 

The SyOps allows the security designer to consider the use of procedural measures to protect system security and is an integral part of the system design. 
Trades offs between the use of procedures vs. technology allows for more elegant solutions without the need for resorting to overly complex purely technological solutions. 
6. SECURITY Architecture Requirements
In developing the CCSDS security architecture the following issues have been identified as the key principles.

6.1. Open-standards based

All technologies MANDATED by the architecture should be freely available. This does not exclude the use of proprietary technologies; however for a system to be compatible with any other CCSDS standard compatible system, the technologies used must be available to all.

6.2. No Protection by Obscurity

Knowledge of information (e.g. cryptographic keys) and strength of security mechanisms will be used to protect data, not knowledge of how a system works.  Just because all of a system’s details are public knowledge should not put it at any additional risk.

6.3. Expandable

The architecture should be expandable to allow the use of new technologies. A desire would also be to allow already deployed systems to remotely upgradeable.

6.4. Flexibility

The architecture should allow for many different systems to be developed that will be suitable for the majority of future space missions over the next 25 years and furthermore that all these missions should be at least configurable, in-situ, so as to be compatible with each other. 

This would then allow the use of other missions as intermediate nodes and for links to be reconfigured as necessary without compromising security. This will ensure that maximum use is made of all hardware sent into space.
6.5. Key Management

Key management while an important part of the Security Architecture is a whole area of design in it’s own right. It is therefore discussed in detail in reference [7]. This document will describe at a high level the conclusions of that book for completeness.
6.6. Algorithm Selection

The CCSDS recommended algorithms and their configurations are not discussed in this book but are discussed in references [8] & [9].
6.7. Fault Tolerance

The security mechanisms should be configured in such a way to allow recovery when there has been a failure. THIS IS NOT A BACKDOOR. But rather the use of redundant and/or backup mechanisms to allow recovery and Emergency commanding.

7. MISSIOn PROFILES

This document will examine the following five mission profiles;

1. Manned Space

2. Weather

3. Communications

4. Scientific

5. Navigation

These missions are not intended to be a definitive list, but are used to guide the development of the security architecture and to show how it might be applied in different situations. Some of the mission profiles are further split to allow for different orbits. This is to allow for the different threat environments that these orbits provide.

For example lower power equipment is needed to contact LEO satellites but there is only a brief contact window, whereas a GEO satellite needs higher power equipment but provides continuous contact within it’s footprint.

7.1. Manned Space

Manned missions present a special case as they have not only security issues, but also “safety-of-life” issues. This means that the security architecture must be robust and reliable in order to not compromise the safety-of-life requirements. The architecture also needs to be scalable to ensure that as the available bandwidth of links increases, the security infrastructure can scale to keep up.

7.2. Weather

Weather satellite systems illustrate a type of mission that is both scientific in nature as well as being a critical national or international asset.  Over the years, these missions have become a necessary part of our climate observation and prediction infrastructure.  Meteorological satellites may be in low earth orbit (LEO) or in geosynchronous earth orbit.

7.3. Communications

These systems are usually based on geostationary satellites, have continuous visibility of a ground station, fast communications, and have large amounts of bandwidth and power. However the average expected lifetime is long (20 years) and they must be as cost-effective as possible to build and operate.

Recently, constellations of communications satellites in low earth orbit (LEO) with satellite cross links, such as Iridium, have been orbited.  The LEO constellations reduce the communications latency experienced with GEO satellites while still providing extensive earth coverage previously only available from GEOs.  However, the reduced threat to LEO satellites, as discussed previously, no longer holds true because of the on-orbit routed network created by the satellite constellation.  While a single LEO satellite is still only visible for a short amount of time, each satellite in the constellation acts as a relay to its neighbour spacecraft which means that the threats against the entire constellation are increased.

Protection being afforded by this profile should consider the telecommand and telemetry channels, but what about the payload links?  The assumption of this architecture is that there will be no mandated security required for communication payload channels, however there will be a recommended security suite for such channels. This leaves as much flexibility as possible for the commercial sector whilst supplying guidance where it is needed.

7.4. Scientific 

7.4.1. Near Earth/ Earth Orbit

These systems have very little delay in their communications links due to their relatively low altitude orbits; however the links will be non-continuous as the satellite moves in and out of communications range of a ground station. The security systems must be inexpensive and computationally efficient.

7.4.2. Lunar

Lunar missions and interplanetary/deep-space missions are similar to one another.  However, they take on multiple threat characteristics depending on whether they are in earth-orbit before beginning their cruise phase, in cruise, or in some cases, in a sling-shot trajectory where they leave earth orbit, go into a cruise but come back to near-earth for a sling-shot effect to a more distant encounter.

While in earth orbit or near-earth, these missions are just like the other LEO, MEO, and GEO missions.  However, their threat characteristics change with time since they will move in and out of earth orbit.

When they finally leave earth orbit, they both require more power to communicate with than earth orbit spacecraft, they both have a non-orbit cruise phase while in transit from the Earth to their target destination(s), and they both will have limited viewing from the Earth once in orbit or when landed at their respective destination(s).  

However, where these missions differ is in the amount of power and the size of the earth station antennas required for communication.  Interplanetary/deep-space missions require significantly more power and large dishes for reliable communications than do lunar missions.  Likewise, interplanetary/deep-space missions suffer from much longer communications latency than do lunar missions.  As a result, interplanetary missions, with their longer round-trip communications, the increased power, and the size of the dishes required provide immunity from “casual” attack although not from hostile “nation-state” attacks.

7.4.3. Interplanetary/ Deep Space

These systems are the most challenging for the architecture. The following are the key drivers for the security architecture for these missions;

1. There will be considerable delay in the communication links.

2. The security system must be very computationally efficient. 

3. The security system must be able to cope gracefully with loss of communications links.

4. The system must be fault tolerant.

5. They system must be able to use intermediate nodes, both planned and unplanned.

Deep Space missions always start in a near Earth orbit and may also use Earth flybys in order to slingshot themselves towards their goals. In these situations the security environment is similar to a low Earth orbit satellite and so their security infrastructure design should take into account these periods when they are vulnerable.

7.5. Navigation

Navigation satellites such as the US Global Positioning System (GPS) and the European Galileo systems are irreplaceable for enterprises such as airlines, maritime, trucking, and the military.  Similarly, navigation satellites are being used for private use in automobile navigation systems, cellular telephones for emergency locating, and via hand-held units in hunting, exploring, and hiking. Like communications satellites, the loss of navigation satellite systems would result in not only loss of investment dollars but there is also the high potential for the loss of life, safety, and infrastructure.  

7.6. Multi-organisational Vehicles

This is not a separate mission profile but more a superset of all of the above profiles.

On multi-organisational vehicles, payloads (and their data) on a mission may belong to different agencies, organisations, and countries. For example, a commercial mission has a spacecraft bus owned and operated by one company who provides payload space to other companies or to government agencies for a fee. 

The main impact these missions will have is that the security architecture must allow different security domains to exist within the satellite itself, but still allow as much common equipment to be used as possible (data stores, communications, etc).

8. Key Management

Every system that uses encryption uses some form of key so that one party may encrypt its data before transmission and feel confident that only the intended recipient will be able to successfully decode it.

The mission of the key management system is to ensure that cryptographic keying material is made available in such a way that only the intended recipients will receive it and be able to use it.

Before we go any further some naming conventions must be established. The cryptographic key used to actually encrypt data is called a Session Key (SK). A session key can itself be encrypted; the key used to encrypt a session key is called a Key Encryption Key (KEK); multiple layers of KEKs can be used if desired. The size and length of session keys and KEKs do not have to be the same nor do the algorithms for which they are used.

The keys which must be available to both recipients and senders of information are session keys; KEKs are only used to transport and protect the session keys.
As discussed in reference [7] the CCSDS Key Management system, splits the space and ground systems into two separate parts, the space part includes all space based nodes, plus ground stations and the mission control centre. 
This system would calculate the number of keys needed by a mission and then pre-load them into the spacecraft before launch in a secure and robust storage medium. Should extra keys be needed after launch, extra keys would be uploaded using the last pre-loaded key as a KEK.

For ground based systems it is recommended that they use the IKE key agreement mechanism.

For missions where there is a need for end-to-end security it is envisaged that their would be layered security. The Payload control centre would first set up a secure ground VPN using IKE to the Mission Control centre and would then tunnel a pre-shared key based VPN to the payload.

For a more detailed discussion on Key Management please read reference [7]. 
9. Proposed Architecture

9.1. Requirements

Using the mission profiles and principles discussed above, a series of requirements for the security architecture can be derived. These are:

1. Systems resulting from the application of the security architecture should be modular.

2. The architecture must support security in depth and the layering of different security mechanisms.

3. Systems resulting from the application of the security architecture must be upgradeable to allow for long lasting missions.

4. Architecture must support non-continuous and long delay communications links.

5. The architecture must support emergency operations.

6. Architecture must allow for intermediate communication nodes - both planned and unplanned.

7. Architecture must support mixed security domains onboard a spacecraft or ground facility.

8. Architecture must support the use of common infrastructure.

9. Architecture must be robust and scalable
10. The Architecture must be able to be extended across ground systems
9.2. Services

The services the security subsystems must supply are:

1. Authentication

2. Encryption of data in transit (which also supplies integrity of data in transit)
3. Key Management

4. Support to Emergency operations

Optionally the security subsystem should also supply:

1. End-to-end security

2. Maintain security when routing 

3. Maintain security when changing transport protocols

4. Defence against Denial-of-Service attacks
9.3. Proposal

The proposed CCSDS security architecture is based on a central core of functionality that can be expanded to enable specific mission needs.

This security architecture splits the space and grounds systems into two parts in the same way as the key management does. There is the space section which includes all space based assets plus the ground stations and mission control centre and there is the rest of the ground based systems.

It is proposed that the ground based systems will use best of breed terrestrial security systems to establish secure communications suitable for the mission using them and the level of trust both end points of the VPN have in each other.

The space section will mandate a small and simple suite of operations that all spacecraft must be able to perform, this suite shall be known as the CCSDS Core Suite. This is requisite for the spacecraft to claim CCSDS compliance; however this small suite should not limit the security mechanisms implemented on a mission, as more than the CCSDS core suite can also be implemented as well. 
Note: It is assumed by the Security Architecture from this point forward that all communications shall be packet based, it is further assumed that these packets will be IP based, however this is not mandated nor necessary for this to be so.
9.4. CCSDS Core Suite

The CCSDS Security Architecture core suite is based on Network Layer and Application Layer encryption, these can operate separately or together in a layered model depending on a mission’s requirements. The key principle is that these can also be switched off and on as needed by the mission during different stages in its lifetime.
So the different operational combinations of the Core Suite are:

	Network
	Application
	Comment

	0
	0
	No encryption from Core Suite, suitable if a mission specific encryption suite is being used instead or there is no need for encryption such as in deep space.

	1
	0
	Network only encryption, suitable for point to point encryption, and routing within the same transport protocol, very efficient.

	0
	1
	Application only encryption, suitable for when end-to-end security is needed or there is a need for a change in transport protocol during transmission.

	1
	1
	Both Application and Network encryption are being used, this would occur when a payload control centre is talking securely to it’s payload, over the secure communications the mission control centre has set  up using network layer  encryption.


It should also be noted that the use of the CCSDS Core Suite does not stop the use of other complementary security mechanisms such as link layer security of a payload specific security system, should the mission have a need for such protection.

9.5. Core Suite Configuration
So why should a mission carry security mechanisms, if they are turned off? The reason for this is to give grater flexibility to the mission planners and to allow for the unexpected. 

As has already been discussed in this document the security profile of the space craft can be altered during the mission, should its’ threat profile change.

For example, take a probe going to MARS, during the LEO part of it’s mission after launch and during shakedown tests it will have a specific threat profile, however during the cruise and on-station phases that threat profile will change. Therefore by having an in-mission adaptable security architecture allows for efficiency gains to be made when threat has reduced or changed.
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Figure 4: CCSDS Core suite
9.5.1. Link Layer Cryptography

As stated earlier Link layer encryption can still be used if it is needed, is not part of the CCSDS Architecture but the CCSDS security architecture supports the use of link layer security. The reason why Link Layer security is not part of the Core suite is that a security implementation at link layer is very dependant on the type of mission it is serving as a result there is little opportunity to standardise at this level. 
9.5.2. Network Layer Security

The network layer security shall be based around a common encryption engine such as IPSec or SCPS-SP which shall be mandated as part of the core suite. Also mandated as part of the core suite should be two algorithms, one being null and the other an open standard algorithm such as AES Rijndael, the CCSDS recommendation for this algorithm is stated in reference [8]. Further algorithms may also be used but all compliant nodes must support AES Rijndael and null.
It should be noted that if null is chosen no encryption takes place, this allows for legacy equipment or where encryption overhead is undesirable or when link layer encryption is being used, however the use of the null algorithm should be discouraged.
In order to extend network layer security across terrestrial systems it is likely that while SCPS-SP would be used in the space domain due to it’s efficiency, the more traditional IPSec along with TCP/IP will be used on terrestrial systems. 

It is therefore envisaged that “Security Gateways” or “Performance Enhancing Proxies” will be used at the ground station to convert between the space based protocols and the terrestrial protocols.

It should be noted however that unless the ground system agrees to use the space security protocol, not necessarily the same transport protocol, but the same security protocol as used in space then these gateways will have to be “trusted” as they will need to decrypt the incoming data from the spacecraft and then re-encrypt the information for onwards transmission.

The use of transport layer security overcomes this problem and ensures end-to-end security.
9.5.3. Application Layer Encryption

To cater for situations where end-to-end security is required that cannot be fulfilled by network layer security; application layer encryption can be used. Such an example would be when a mission does not use a network stack and just has applications running on top of simple services.

The proposed application layer security mechanism is Secure Socket Layer (SSL) which has many available libraries which can be incorporated into an application.

In terrestrial communications where both communicating nodes are located on the ground with good communications between them, then standard SSL as outlined in RFC 2246 & 3546 would be used. For using SSL between space based nodes then the overhead of using standard SSL key agreement becomes high. It is therefore recommended that TLS, using a pre-shared key as outlined in [7] be adopted.

9.5.4. Payload Specific Security

The security architecture does not rule out the use of other security mechanisms being implemented by a payload, in such a situation the network and application layer security mechanisms can be switched off if they are considered un-necessary. 

Such a situation where this may be considered useful is when communication links are sporadic and brief, have a long delay, or when intermediate nodes are being used in a Store-and-Forward mode. In such a situation the payload would gather the telemetry into a single data block and encrypt it. This could be done prior to communications being established, once they are available the encrypted data block can be passed to the first node in the chain, should communications then be lost, the data can still travel to its final destination securely.

9.6. Expandable

As has been stated the security architecture is designed to be expandable to fit specific mission needs or to comply with Agency guidelines. So while it is intended that CCSDS Core Suite, should always be implemented, there is no reason why other algorithms, either individually or as complete stacks should not be implemented. 
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Figure 5: Security Architecture for “Mission 1”

The diagram above shows that fictitious “Mission 1”, which has decided they have very special security needs. They have implemented the CCSDS Core suite, but have also implemented two other security suites as well, one which is mandated by their agency and then another security suite specific to their mission.

It should also be noted that “Mission 1” has decided to extend their specific mission security suite with Link Layer and Payload security mechanisms. All of which is perfectly allowable within the CCSDS Security Architecture and so their design is still CCSDS compliant.

While it can be seen that “Mission 1” is purely fictitious and it is unlikely that any real mission would decide to have such a large number of security suites, it hopefully shows how the security architecture allows for such flexibility.

While Figure 5 shows a very complex security architecture, this does not have to be the case. A mission could use just one mechanism, be it a CCSDS defined one or not.
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Figure 6: Security Architecture for a simple mission, which only uses the Network Layer Security subsystem from the Core Suite
However it should be noted that if a mission’s needs not served by the Core Suite resulting in an alternative being used, then the Core suite must still need be present but deactivated.
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Figure 7: A simple mission using its own transport layer security, note that Core Suite it still present but deactivated.

9.7. Emergency Operations

The requirements for emergency commanding are somewhat at odds with the requirements for security.  On one hand, emergency commands want to be as short as possible, in order to maximize the chance of being received by a tumbling spacecraft. On the other hand, emergency commands don’t want to be accidentally invoked if the specified bit pattern just happens to occur within a normal data stream or if the system is under attack.   
There are two states a spacecraft may be in which require emergency commanding;

1. The spacecraft is in trouble and has gone into a “Safe” Mode.

2. The spacecraft is in trouble but has not detected this and is not in safe mode.

Add to these two scenarios the added complication that the central information processing sub-system may or may not be operational.

As a result of the unknown state of the central information processing sub-system, emergency commands are usually implemented entirely in hardware, with no software or processor involvement, in order to be able to recover from a crashed processor, but this often results in fixed, repeatable bit sequences that are susceptible to a replay attack.
From initial analysis it looks as though security on the emergency commanding system is a level of overhead too far and so the temptation to not have any. However should a malign emergency command be sent during a critical phase in a mission, during engine burn for example, even a computer reset command would have dire consequences. 

It is proposed that a graceful degradation approach be adopted. In situations where the spacecraft has gone into a safe state and it’s internal command and control systems are functioning, commands can be sent which can authenticated as having come from a suitably authorized command entity. This is not truly emergency commanding as normal operational procedures can deal with this situation.

For situations where the spacecraft may be tumbling or the main command and control system has failed, either the commands can use a weaker form of authentication which will reduce the size of the commands but still supply some form of authentication or non-authenticated commands can be sent. 
Note that in situations where there is sufficient bandwidth of communications even when the spacecraft is tumbling, a LEO satellite with an omni-antenna for example, then the only reason why non-authenticated commands should be used is if the main data handling system is off-line and the emergency systems do not have the ability to perform the authentication computations.

The preferred series of events in emergency situations would be a controlled degradation from full authentication, to reduced authentication, to finally non-authenticated commands. At no point during normal operations should non-authenticated emergency commands be acted upon.

In order to supply this functionality it is proposed that an independent Emergency Detection System (EDS) be used. This system would be implemented separate to the main data handling system and be as simple and robust as possible. 
It would encompass a state machine that would monitor events onboard the spacecraft, such as CPU keep-alive, internal temperatures, receiver status, communications from the ground, etc and would use these to decide on the health of the spacecraft, if it detects that things are not as they should be, then it will activate a corresponding emergency mode. 

For example should the keep-alive signal from the CPU stop then the EDS would allow non-authenticated hard wired commands into the command decoder to be acted upon. 
The final choice of how to deal with emergency situations is again up to the mission planners who must take into account the security threat analysis for their specific mission, however they should consider how the threat to their mission changes over time as a mechanism to deal with emergency situations which is perfectly acceptable when the satellite is on station may pose a very great risk during early operations or during the cruise phase.
9.8. Ground Systems

Core Suite 1 is aimed at the space based systems but will also include ground stations and mission control. It will allow for a system to operate as a series of secure links between trusted nodes or with end-to-end security across an infrastructure that is not trusted.

Core Suite 1 is designed to allow the secure transmission of information in both directions across all parts of a system that is needed to allow a mission to succeed, while this is all that can be proposed in order to ensure interoperability this is not all that is required in order to make an entire system secure.

As discussed in section 4 and section 4.1.1 in particular it is imperative that a Mission Security Policy is developed and a Security Risk analysis performed for every mission. From these a Security Architecture for the rest of the ground segment must be developed to shape the development of all other parts of the mission. 

It is imperative that the Security Architecture is designed at the earliest possible stages of a mission as it is far most costly and harder to “add” security to a system after it has been designed and built. 
Once the security architecture is developed it will show where security boundaries devices such as firewalls are needed and the risk analysis will show how strong they need to be.

While out of the scope of this document it is highly recommended that ALL ground systems should have a form of virus protection and be routinely monitored for abnormal behavior that could be due to a virus, Trojan, malware or spyware. 

The development and communication of the security policy to all users of the system will also help ensure that the ground system operates as intended.

9.9. Authentication

In order for any security architecture to work all communicating nodes must be able to authenticate each other. While the exact details of how the authentication should work are out of scope of this document, for a detailed analysis refer to reference [9], in summary it is proposed that an ESP field, as defined in RFC4305 be used to transport authentication information. 

The type of authentication information will be extensible so that missions can tailor it to their specific needs, whether it is felt that PKI certificates are needed of just simply a shared secret or identification number. However there will again be a mandated CCSDS authentication mechanism as part of the Core Suite to ensure that all nodes in a network be they planned or unplanned can authenticate with each other. 
10. References and Further Information

[1]
Reference Architecture for Space Data Systems, Issue 0.7, March 2003

[2] 
CCSDS Security Green Book
[3] 
IETF Draft – Pre-shared-key key exchange methods for TLS, February 2004
[4] 
RFC 2246 – The TLS protocol. 

[5] 
RFC 3546 – TLS extensions

[6] 
CCSDS Recommendation for Authentication Algorithms Magenta Book

[7]
CCSDS Recommendations for a Key Management Scheme Magenta Book

[8]
CCSDS Recommendation for an Encryption algorithm

[9]
CCSDS Recommendation for an Authentication algorithm.

[10]
CCSDS Security Threat Book



Security Policy (for TT&C Network Access)


















































Figure � SEQ Figure \* ARABIC �1�: Enterprise View





Access Control





Link Security





End-to-End Security


(e.g. confidentiality and/or authentication) 





Observation


Request





Data


Access


Request





Comm


Track





Track


Request





Support


Request





Mission Q


Operations


Domain





Agency QRS


Mission Q





Agency ABC


Service Nodes





Science


Institute





Tracking


Station





Science


Institute





S/C Control


Center





Science


Spacecraft





Instrument


Control


Center





Relay


Spacecraft
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Figure � SEQ Figure \* ARABIC �3�: Example Analysis of the Functional View (Functions Requiring Security shown in Red)
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