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	minute’s date
	24.06.2009
	participants
	M.Goetzelman (DLR-Vega, martin.goetzelmann@vega.de),
F.Lassere (CNES, francois.lassere@cnes.fr),
J.Pietras (p.t) (NASA-GST, john.pietras@gst.com),
C.Thomas (CNES-CS, cyril.thomas@c-s.fr),

D.Richter (DLR, Dorothea.Richter@dlr.de),
M.di Giulio (ESA, Margherita.di.Giulio@esa.int),

T.Ray (NASA-GSFC, tim.ray@nasa.gov),

F.X.Mouy (CNES, francois-xavier.mouy@cnes.fr)
M.Flentge (ESA, melanie.flentge@esa.int)



	dates de minute
	
	participants
	


	subject/objet
	CCSDS CSTS Working Group
	copy/copie
	CCSDS CSTS Working Group Members


	Description/description
	action/action
	Due date/date limite

	T.Ray to prepare the book describing the Return Unframed Telemetry service based on the generic services and the guidelines for the definition of new services.

16.06.2006: Action moved from CNES to GODDARD
	A#6-1104
	Spring meeting 2010

	T.Ray proposed to compile the User States tables for all procedures and propose it as a Green Book that would not be binding for implementation.

T.Ray to draft the User State Tables as Annex of the Guidelines (TBC).
	A#09-0107
	Fall meeting 2009

	Y.Doat to look into how to constraint the selection in ASN.1 for CHOICES and ENUMERATED.
Closed
	A#01-0408
	31.05.2008

30.05.2009

	W.Hell Melanie Flentge to review the ESA combined parameters list and distribute it to CSTS (Copy M.Stoloff).
	A#05-1008
	25.04.2009
August 2009

	Y.Doat to clarify with Secretariat on a location to store the ASN.1 files in text format for retrieval by the developers.

	A#02-0109
	25.04.2009

Fall 2009

	Y.Doat to prepare dummy specifications (in a TN) covering the possible derivation cases (Note: in each case we need a new procedure derived from an existing one):

a. Extend a parameter;

b. Extend an operation with a new parameter;

c. Extend a procedure with a new operation.

24.04.2009 – Presentation attached in Annex
Still to be checked: import of tagging in a CHOICE
24.06.2009: Prepare examples for the Guidelines.
	A#01-0409
	25.04.2009

August 2009

	CNES, NASA and ESA to review the ASN.1 

(prerequisites: completion of A#01-0409 and update of ASN.1)
Comments received. ASN.1 will be updated (See A#04-0609)
	A#02-0409
	Closed

	M.di Giulio (ESA) and T.Ray (NASA) to organise TCP connectivity tests (firewall setup, …)


	A#04-0409
	End June 2009
September 2009

	F.Lassere (CNES) to investigate security constraints and organise connectivity with T.Ray (NASA).


	A#05-0409
	End June 2009

End 2009

	Allocation of Object Identifiers will be partly assigned and administered by a central body and partly allocated and administered by the Services.

Y.Doat to list the OID administration and draft the requirements for the Guidelines.
24.06.2009 Annex C introduces the management of the OID. 

	A#06-0409
	Closed

	J.Pietras to move the monitoring service material identifying the basic functional groups and functional resources (in section 2) into a dedicated White Paper.

	A#07-0409
	July 2009

	W.Hell & M.Flentge to prepare a draft data dictionary that will be the base for the monitoring service.


	A#08-0409
	Fall 2009

	Y.Doat to distribute ASN.1 in a text file.

24.06.2009 Done with draft 0.19
	A#09-0409
	Closed

	T.Ray to draft an overview presentation to be presented in all Agencies at the beginning of the review.


	A#10-0409
	Fall 2009

	M.di Giulio (ESA) will make available the Framework prototype test plan to NASA and CNES.


	A#11-0409
	July 2009

	File Transfer: Initial concept/questions: M.di Giulio (ESA), F.X.Mouy (CNES)
	A#12-0409
	Fall 2009

	M.Goetzelmann will review the Concept comments provided by J.Pietras and forward the ones impacting the Framework to Y.Doat.


	A#01-0609
	July 2009

	Considering that the Forward-AOS service requirements are not totally clear for the CSTS, J.Pietras will work out a use case explaining the proposed approach and the possible impacts on the Framework.


	A#02-0609
	Fall 2009

	Procedure versioning:

1. When a service adopts a procedure from the Framework or from another service, it reuses the source version of the procedure and does not have to create a version number. In that case the “version” row of the table C-1 would be left empty.

2. When a service derives a procedure from the Framework or from another service, it defines the version number of the procedures and the source (where is it derived from).

.J.Pietras to review the versioning as discussed and the impact on the Guiedlines.


	A#03-0609
	July 2009

	Y.Doat The ASN.1 will be updated with

1. a top level PDU being a CHOICE including all allowed PDU. The CHOICE will not tag the individual PDUs that are already tagged.
2. PeerAbortDiagnostic as an enumerated without extension for supporting the TCP Urgent feature using one byte.

3. Add a cross-reference to the authorised OID whenever an OID is used in the ASN.1


	A#04-0609
	July 2009
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Review of Actions

See actions above.

1 SLE

The SLE use table is copied from the last MoM.

Yellow background: Future missions
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SLE ESA INTEGRAL

✔ ✔ ✔

SLE ESA Mars Express

✔ ✔

SLE ESA Venus Express

✔ ✔

Delta-DOR Venus Express

✔ ✔

SLE ESA Rosetta

✔ ✔

SLE CSA CHANG'E

✔ ✔

SLE ESA SMART-1

✔ ✔

ProximityESA EXOMARS

✔ ✔

ProximityNASA Phoenix

✔ ✔

SLE NASA Phoenix

✔ ✔

ProximityNASA MER

✔ ✔

Demo

SLE ESA Cluster

✔ ✔

SLE ESA SOHO

✔ ✔

Demo

SLE DLR TERRASAR

✔ ✔ ✔ ✔

SLE DLR SARLUPE

✔ ✔ ✔ ✔

SLE CNES Pleiades

✔ ✔ ✔ ✔

SLE RSA Phobos-Grunt

✔ ✔

SLE NASA DAWN

✔ ✔

SLE ESA Ulysses

✔ ✔

SLE DLR SATCOM Bw

✔ ✔ ✔ ✔

SLE ESA Lisa-Pathfinder

✔ ✔ ✔

SLE ESA/JAXA Bepi-Colombo

✔ ✔ ✔ ✔

SLE JAXA Hayabusa

✔ ✔

SLE JAXA Selene

✔ ✔

SLE ESA ERS

✔ ✔

SLE ESA ENVISAT

✔ ✔

SLE ESA GOCE

✔ ✔

SLE ESA CRYOSAT-2

✔ ✔

SLE EUMETSATMETOP

✔ ✔

SSLE ISRO Chandrayaan-1

✔ ✔

Commercial

ISRO NOAA JAXA NASA RSA China CNES DLR ESA


2 Framework 0.19-CCSDS 921.1-R-n
2.1 General
2.2 Service Instance Identifier

2.3 Association Control
N/A
2.4 Information Query Procedure

N/A
2.5 Cyclic Report

N/A
2.6 Unbuffered Data Delivery Procedure
N/A

2.7 Buffered Data Delivery Procedure

N/A
2.8 Notification procedure

N/A
2.9 Throw-Event procedure

N/A
2.10 Data Processing procedure

The procedure is too specific and does not allow the support of a Forward-AOS type of service (See mail in 9.1).
John’s two options:

1. Simplify PROCESS-DATA operation;

2. Make TRANSFER-DATA bi-directional.

A#02-0609. Considering that the Forward-AOS service requirements are not totally clear for the CSTS, J.Pietras will work out a use case explaining the proposed approach and the possible impacts on the Framework.
2.11 ASN.1
05.06.2009 - Mail from T.Ray:

When implementing the Forward CLTU Service, all incoming messages were decoded into a single top-level C structure (the OSS tool called it ‘CltuVersion1Pdu’).  

In trying to work with the Framework ASN.1, I can’t find an analogous single top-level structure (there are multiple top-level structures – e.g. AssociationPdu, InformationQueryPdu, ThrowEventPdu, DataProcessingPdu, etc).     I suspect that the answer is “each service must define additional ASN.1 (that will provide this top-level structure)”.  If so, we will have to define service-level ASN.1 for our inter-operability testing (as far as I know, this hasn’t been done yet). 

A#04-0609. Y.Doat The ASN.1 will be updated with

1. a top level PDU being a CHOICE including all allowed PDU. The CHOICE will not tag the individual PDUs that are already tagged.
2. PeerAbortDiagnostic as an enumerated without extension for supporting the TCP Urgent feature using one byte.

3 Concept 0.12 - CCSDS 920.0-G-n
Comments provided by J.Pietras.

A#01-0609. M.Goetzelmann will review the Concept comments provided by J.Pietras and forward the ones impacting the Framework to Y.Doat.
(See mail 9.2) Procedure versioning:

1. When a service adopts a procedure from the Framework or from another service, it reuses the source version of the procedure and does not have to create a version number. In that case the “version” row of the table C-1 would be left empty.
2. When a service derives a procedure from the Framework or from another service, it defines the version number of the procedures and the source (where is it derived from).
A#01-0609. J.Pietras to review the versioning as discussed and the impact on the Guiedlines.
4 Guidelines - CCSDS 921.2-R-n
The next update is planned early September.

5 Services

5.1 Monitored Data Cross Support Transfer Service (CCSDS 922.1-R-n)
The next update is planned in August.

5.2 Return Unframed Telemetry

N/A
6 Prototype
ESA Design Review completed. The design documentation and the test plan will be distributed once finalised to T.Ray and F.Lassere end of July.

Implementation is started. First testing will take place end August 2009.

NASA will be ready around September for the first interoperability tests with ESA.

CNES will start the design of the Monitoring Data service in the course of the summer after having received the design from ESA.
7 AOS Forward Service – CLTU Based
N/A
8 File Transfer
File transfer services will address:
1. File exchange services without associated CSTS (e.g. file production initiated by service management with automatic production of files during service production that can be retrieved by a user);

2. File exchange services complemented by a CSTS (e.g. need to synchronise or trigger file exchange, File transfer for CFDP)
9 AOB
The Working Group agreed to submit the next draft versions of the Framework and Concept to Secretariat for review.
10 Appendix
10.1 Use CLTS for a Forward-AOS

09.06.2009 - Mail from J.Pietras –

Increased attention is being paid to the enhanced FCLTU Orange Book and the CSTS-based service that will eventually provide the synchronous frame forward link transfer service that the Orange book addresses experimentally. I have begun to consider what such a synchronous frame forward link CSTS (I’ll call it the “F-AOS Frame CSTS”) would look like, and I’m very concerned that the Framework, as it now stands, will not support this service. To state the problem in highest-level terms, the Framework does not have an operation that can be used to transfer the frames without imposing Telecommand-related behavior that is inappropriate for the F-AOS Frame service. As we know, one of the constraints of the Framework (formerly toolkit) approach is that all operations in CSTSes must be in the Framework – we cannot create new service-specific operations. So unless we have at least one operation in the Framework that can be used for such a service, we won’t be able to create a suitable CSTS.

Fortunately, there are at least two operations in the current (0.19) Framework that could be modified (slightly, I believe) to meet the purposes of the F-AOS Frame service (and, in addition, make those operations generally better-suited to broader use in other future CSTSes). The following paragraphs explain the problem further and describe the two possible solutions that I have identified.

Only one operation (PROCESS-DATA) is defined in the Framework for moving arbitrary data from User to Provider, and only one procedure (DATA PROCESSING) is defined for moving arbitrary data from User to Provider. The problem with both the procedure and the operation is that they incorporate too much of the Telecommand-related behavior of the FCLTU SLE service. In developing the Enhanced FCLTU Orange Book, we had to disable, negate, or modify some of this behavior to make it work for a synchronous forward link. In particular, we “repurposed” the following characteristics of the FCLTU service:

1 – Re-interpreted the earliest-radiation-time parameter as a mechanism for building a transmit buffer to minimize gaps in the transmission (if so desired by the user);

2 – Re-interpreted the latest-radiation-time parameter as a mechanism for discarding frames that are “too old”, so that minimum latency would be guaranteed (if at the risk discarding some data);

3 – Redefined the processing associated with the cltu-identification parameter (i.e., the CLTU sequence counter) such that it no longer discards a “CLTU” if it does not have the next expected sequence number; and

4 – Redefined the processing of CLTUs that “expire” (pass their latest-radiation-time while waiting in the transmit queue) so that the service does NOT block (i.e., require a STOP and START), but rather just discards the expired CLTU and continues to process the CLTUs that follow.

If I could have started with a clean-slate SLE service for a forward synchronous frame service, I would have used a queue-depth-based mechanism for building a queue in the first place and keeping it from getting too big (analogous to the Buffered Data Delivery service) rather than using the earliest and latest radiation times. And of course I would not have the service block when a frame expires. Ideally, this is what we should be able to do with the CSTS framework operations (and possibly procedures) to create the F-AOS Frame CSTS.

The problem lies in the fact that the undesirable behavior is inherent in the PROCESS-DATA operation, which is currently the only operation defined for transferring “data” from User to Provider. There are probably a number of ways to fix this, but two that occur to me are:

1 – Simplify and generalize the PROCESS-DATA operation, and add the “telecommand-specific” behavior and parameters via the DATA PROCESSING procedure, i.e.:

a)     move some of the parameters and behavior currently associated with the base PROCESS-DATA operation into the DATA PROCESSING procedure, leaving PROCESS-DATA a less-defined operation (in particular, I’d remove all parameters from the base PROCESS-DATA operation except data-sequence-counter and data); and 

b)     create a service-specific procedure for the F-AOS Frame service that uses the now-simpler PROCESS-DATA operation to do what we need and not have to undo undesirable behavior from the DATA PROCESSING procedure.

2 - Redefine TRANSFER-DATA so that is can (once again, as was the case for the SLE FCLTU and FSP services) go from User to Provider as well as from Provider to User. Then a service-specific procedure could be built around a user-to-provider TRANSFER-DATA operation for the F-AOS Frame service.

Note that I am not suggesting that we include a standard procedure in the Framework that would be tuned to the F-AOS Frame service case. Rather, I merely want to have a data-bearing operation in the Framework that can flow from User to Provider that is general enough that it can be used to create a service-specific procedure for the F-AOS Frame service. 

I realize that this would be a very late change to the Framework, which is why I’m suggesting approaches that I think will have minimal effect on the Framework specification. I hope that we can discuss this via email over the next few weeks, and I propose that it be a topic of discussion on the telecon in two weeks. 

10.2 Versioning

14.06.2009 Mail from J.Pietras
Your question about the version number raises some interesting issues that I don't recall discussing in our meetings. Having thought about it over the past day or so, I don't have any easy conclusions. 

To start, I think that if the procedure is derived in that specification (or created from individual operations) then the version number of the procedure is taken from that specification. If the procedure is directly adopted from the Framework or another service, then the version number is the version number of the procedure in the source. 

I'll use your hypothetical abstract Return Space Link Data (RSLD) CSTS as an example. In the RSLD CSTS specification, the Association Control procedure is directly adopted from the CSTSFW Association Control procedure, and the Delivery, Status Report, and Configuration Query procedures are derived from the CSTSFW Buffered Data Delivery, Cyclic Report, and Information Query procedures, respectively. For the sake of discussion, we'll assume that they are derived from the version-1 CSTSFW procedures. Note that in Colorado Springs we declared that any single service specification could not use procedures from multiple versions of the same source - all procedures from any given source have to all be taken from the same version of that source. 

Using my rule of thumb from above, for the version-1 of the RSLD-CSTS specification, the (adopted) Association Control procedure is version 1 because it's the CSTSFW version-1 version of that procedure. The Delivery, Status Report, and Configuration Query procedures are version 1 because they are defined in the version-1 RSLD service spec. The Version row entry adds no information, since the version of a directly-adopted procedure is taken from the source, and the version of the derived procedures is taken from the specification itself (in which those derivations are defined). The version of the source (CSTSFW) procedures for the derived procedures is obtainable from the version of the Reference for that source (i.e. version-1 in this example).

The question gets a bit more complicated regarding derived procedures in later versions of a service specification. Let's now assume that we have a version 2 of the RSLD CSTS, in which the Status Report procedures is slightly modified, but the Delivery and Configuration Query procedures are unchanged from the version 1 RSLD specification. Should the version-2 RSLD service spec respecify these unchanged procedures, or should they simply be inherited from version 1? 

If we take the first approach (in which all derived procedures are redefined in each version of the specification), then the version of the RSLD: Delivery procedure would be "2" (since it's being redefined in the Version-2 specification), the Specification Approach would be "derived", and the Source would be "CSTSFW: Buffered data Delivery". Furthermore, the version 2 FSLD spec would repeat the definition of the derived procedure. In this approach, the version number of the derived procedures is always equal to the version number of the specification in which that procedure appears. In other words, the Version row of the table provides no unique information.

However, if we take the second approach (allowing the version 2 procedure to be inherited from the version 1 spec), then the RSLD: Delivery procedure could be identified as version 1, the Specification Approach would be "adopted", and the Source would be "RSLD: Delivery", with the version number used to identify that is was a previous version of the RSLD service that defined the procedure. The version 2 FSLD spec would not repeat the definition of the RSLD: Delivery procedure because it is directly adopted from the version 1 spec. In this case, the Version row of the table *does* provide information that can't be derived from the specification itself - namely, in which previous version of the current specification the procedure definition can be found.

Of these two approaches, I like the second because it allows later versions to simply adopt by reference procedures from earlier versions. The one downside that I can see is that as long as any version references an earlier version, that earlier version can't be deprecated. If that is an issue, one way around it would be to still define each derived procedure in each version even if the procedure hasn't changed, but to retain the procedure version number from the version in which that procedure was originally defined. That way, even though the specification is complete (i.e., no earlier versions have to remain active just for the purpose of having its procedures referenced), the version number would indicate that the definition hasn't changed. This would be especially useful for software re-use: if I have a version-1 RSLD: Delivery module, I know that I can just re-use it in my version-2 implementation. It does bring up a secondary issue - if, say versions 1 -4 all use the same version (1) of the RSLD: Delivery procedure, and the RSLD: Delivery procedure gets modified in version 5 of the RSLD spec, does the modified procedure get a version number of "2" or "5"? I would opt for 5, keeping the linkage with the spec version in which it is defined over single-digit incrementing.

I haven't given you a simple answer (I never do). But I hope that we in the CSTSWG can come to some common understanding of what the Version row signifies. I may be completely out of sync with the rest of the WG in my thinking, but these are my thoughts and preferences.
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		Service		Agencies				China				CNES				DLR				ESA				RSA				JAXA				NASA				ISRO				NOAA				Commercial

																																												KSAT, SSA, USN

								U		P		U		P		U		P		U		P		U		P		U		P		U		P		U		P		U		P		U		P

		SLE		ESA		INTEGRAL												✔		✔														✔

		SLE		ESA		Mars Express														✔														✔

		SLE		ESA		Venus Express														✔														✔

		Delta-DOR				Venus Express																✔										✔

		SLE		ESA		Rosetta														✔														✔

		SLE		CSA		CHANG'E		✔														✔

		SLE		ESA		SMART-1												✔		✔

		Proximity		ESA		EXOMARS														✔														✔

		Proximity		NASA		Phoenix																✔										✔

		SLE		NASA		Phoenix																✔										✔

		Proximity		NASA		MER																✔										✔																Demo

		SLE		ESA		Cluster												✔		✔

		SLE		ESA		SOHO																✔										✔																Demo

		SLE		DLR		TERRASAR				✔						✔						✔																								✔

		SLE		DLR		SARLUPE				✔				✔		✔																														✔

		SLE		CNES		Pleiades						✔		✔								✔																								✔

		SLE		RSA		Phobos-Grunt																✔		✔

		SLE		NASA		DAWN																✔										✔

		SLE		ESA		Ulysses																✔										✔

		SLE		DLR		SATCOM Bw								✔		✔																						✔								✔

		SLE		ESA		Lisa-Pathfinder								✔						✔																						✔

		SLE		ESA/JAXA		Bepi-Colombo														✔		✔						✔		✔

		SLE		JAXA		Hayabusa																						✔						✔

		SLE		JAXA		Selene																						✔						✔

		SLE		ESA		ERS														✔																										✔

		SLE		ESA		ENVISAT														✔																										✔

		SLE		ESA		GOCE														✔																										✔

		SLE		ESA		CRYOSAT-2														✔																										✔

		SLE		EUMETSAT		METOP														✔																										✔

		SSLE		ISRO		Chandrayaan-1																												✔		✔






