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	subject/objet
	CCSDS CSTS Working Group
	copy/copie
	CCSDS CSTS Working Group Members


	Description/description
	action/action
	Due date/date limite

	Forward Services - State Transition Table. W.Hell, Y.Doat to prepare the pink sheet describing the state table using UML notation (Low priority action).

10.05.04 Initial work performed by M.Goetzelman

01.2007 Action cancelled.
	A#6.0703
	Cancelled

	Y.Doat to prepare the Red Book describing the procedure for Object Identifiers allocation.

(12.04.2005: contact SANA editors in CCSDS)
	A#8.1003
	15.05.2004
Suspended

	Yasunori Iwana to prepare the book describing the Radiometric service based on the generic services and the guidelines for the definition of new services.
	A#5-1104
	Depends on A#07-0905

	T.Ray to prepare the book describing the Return Unframed Telemetry service based on the generic services and the guidelines for the definition of new services.

16.06.2006: Action moved from CNES to GODDARD
	A#6-1104
	Depends on A#07-0905

	Toolkit 4 boxes book  - Table of Content (I.Yasunori)
16.06.2006: Update to reflect Rome Spring meeting and hand-over to Y.Doat

07.11.2006 “Procedures Definition for CSTS” draft recommendation 
	A#06-0905
	Closed

	Toolkit Guidelines for new services (CCR 15, 52) (J.Pietras)
16.06.2006: JPL takes over
	A#07-0905
	Closed


	T.Ray will rework the proposed association user state table.
	A#13-0206
	Closed

	Procedures revision.

Association, Configuration Query, Unbuffered Data Delivery, Status Reporting, Cyclic Data Delivery (J.C.Rubio)

Authentication (G.Villemos)

Buffered Data Delivery (Y.Doat)

Data Processing (T.Ray)

Throw-Event (J.Pietras)

Cop-Directive (W.Hell)
	A#14-0206
	Closed

	Report at the area level that the Reference Model part 2 (Ground Domain Services) is required (Y.Doat)

01.2007 Discussed during Colorado Springs meeting
	A#17-0206
	Closed

	Map existing SLE Return service to the toolkit (CNES)
09.2006 Draft uploaded to CCSDS Web site for review
	A#01-0606
	Closed

	J-C.Rubio to update the state table in the Status Report procedure in accordance with the remainder of that procedure.

09.2006 Procedure 1.2 uploaded to CCSDS Web site for review
	A#02-0606
	Closed

	Y.Doat to assess the ASN.1 definition: syntax common to all procedures in a limited set of ASN.1 modules. Each procedure extends the definition to its own needs.
07.11.2006 “Procedures Definition for CSTS” draft recommendation
	A#03-0606
	Closed

	ESA to update the SLE API books
	A#04-0606
	Closed

	Y.Doat to get Template and publication manual from CCSDS secretariat

29.06.2006 – Templates made available by CCSDS Secretariat
	A#05-0606
	Closed

	F.Lassere will confirm that the SLE API books can be accepted.


	A#01-0107
	30.04.2007

	Behavior: BIND Invocation received while processing a first Bind Invocation for the same association. This behavior is not possible provided a clear statement in the Recommendation is present that all state transitions are atomic. 

Y.Doat to make sure that such a statement (See RAF, note 10 in 4.2.2: atomic) is added to each state table in the book.


	A#02-0107
	31.07.2007

	Y.Doat to compile a list of terms that requires a definition and pass it to J.Pietras

	A#03-0107
	15.03.2007

	J.Pietras to propose a list of definitions for the used terms in the toolkit documentation


	A#04-0107
	30.04.2007

	Y.Doat to report to the area the need for a new reference model that should be considered to be in line with CSSA.

19.01.2007 – Need reported to area. Next step CESG.
	A#05-0107
	31.01.2007

	Y.Doat to update the GET operation - The QualifiedParameter definition shall be extended to cover time, real and sequence of values. The choice of values shall be described in the GET operation.


	A#06-0107
	30.04.2007

	The Cyclic Data Delivery procedure delivers a sequence of parameters as part of the TRANSFER-DATA. The structure should be identical to the list delivered with the GET. Careful analysis is required as the TRANSFER-DATA cannot contain this definition and it may be that list is to be defined in the Cyclic Data delivery procedure. F.Lassere


	A#07-0107
	30.04.2007

	The Configuration Query can be used for querying 

1. the status of the service instance. In that case the service using that procedure shall define (as part of he service definition) the list of parameters;

2. the status of another group of parameters. In that case the service shall make sure that the list is defined inside the service or in a well identified location (e.g. Service Management).

F.Lassere to widen the scope of the Configuration Query procedure


	A#08-0107
	30.04.2007

	T.Ray proposed to compile the User States tables for all procedures and propose it as a Green Book that would not be binding for implementation.

T.Ray to draft the User State Tables Green Book
	A#09-0107
	Once Recommendation draft is under review.

	In the case the association is released (Unbind or Abort) the Association procedure is responsible to inform all procedures of the service that they have to stop their activities. The phrasing of the Association behavior covers that situation.

In the case a procedure faces an internal error the service may have to be aborted. Considering the Association procedure is in charge of releasing the Association, it looks that the procedures must have the capability to channel the request to the Association procedure.

G.Villermos will analyze the impact on the concept. 

	A#10-0107
	30.04.2007

	W.Hell to check the service agreement (J.Pietras) and service package with Service Management


	A#11-0107
	28.02.2007

	Procedures revision.

Association, Configuration Query, Unbuffered Data Delivery, Status Reporting, Cyclic Data Delivery (F.Lassere)

Buffered Data Delivery (Y.Doat)

Data Processing (T.Ray)

Throw-Event (J.Pietras)


	A#12-0107
	30.04.2007

	J.Pietras to update the Guidelines
	A#13-0107
	30.04.2007

	G.Villermos to update the Concept
	A#14-0107
	30.04.2007

	T.Ray to upload to CWE the JPL RAD document
	A#15-0107
	31.01.2007

	W.Hell to distribute the set of monitored parameters required by JPL and DLR.
	A#16-0107
	31.01.2007

	W.Hell to distribute the complete list of updates required in the SLE books
	A#17-0107
	28.02.2007
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Review of Actions

See table at the beginning of those minutes.

1.  SLE
1.1 SLE API books

Books updated, see “11. 

 REF _Ref157081457 \h 
Appendix B Updates to SLE API Books”.

A#01-0107 F.Lassere will confirm by April 2007 that the books can be accepted.
1.2 SLE Services

(Presentation from W.Hell attached to the Minutes of Meeting – See “12. 

 REF _Ref157081371 \h 
Appendix A – SLE Services Review – W.Hell Presentation”)
1.2.1 Service Instance Identifier
Issue:

The Service Instance Identifier is a concatenation of Attributes. Each Attribute is composed of a name and a value. Note that the Attribute names are not specified by the ASN.1 proper, but by means of comments in this module. The following Attributes identify the Service Instance:

· Service agreement the name of which is: "sagr", the value of which is to be agreed between the user and the provider;

· Service package the name of which is: "spack", the value of which is to be agreed between the user and the provider.
The values associated with “sagr” and “spack” are left to the user and provider to define. Implementation constrained the possible values (e.g. JPL constrained the service agreement to 8 bits). 
Note: "fsl-fg" for the forward services,"rsl-fg" for the return services are already contrained and would not be affected by a change.
Proposed solution:

The values could be represented with a character string implementing a predefined format, e.g. the service agreement could identify the user and the provider in an unambiguous manner. The Recommendations could define the predefined syntax and the Service Management could define the mechanism to allocate the values.
Impact:

Recommendation: The change could be backward compatible as it would constrain the existing definition.

Implementation: Parsers have been implemented that would make this modification not backward compatible.

A#11-0107 W.Hell to check the service agreement and package with Service Management

1.2.2 ISP1 - Ground Communications Configuration – All Return Services

Issue:

Administration of TCP configuration is an issue. 

Solution:

Considering the evolution of the technology an approach would be to prepare Guidelines that would ensure flexibility in the preparation.

Such guidelines should be prepared involving communication experts from various Agencies.
This solution would not impact ISP1 Blue Book.

1.2.3 RIDs impacting Return Blue Books
The following comments / request would imply a new version of the return books as their implementation would not be backward compatible:

· The RAF ASN.1 definition of lock status;

· Support of CCSDS time with pico-second format.

CNES and DLR do not need a new release of the books with those two changes only.

ESA need the pico-second format for the support of GAIA.

The complete list should be the basis for a discussion and a decision for going to a new release of the Books.

A#17-0107 - W.Hell to distribute the complete list of updates required in the SLE books
2.  Reference Model – Definitions

Presentation from M.Götzelmann (See ‘13. 

 REF _Ref157081687 \h 
Appendix B – Reference Model – M.Götzelmann Presentation’.
Guidelines and Section 3 of Recommendation need to be worked out. E.g.:

· Derived service

· Generic cross support services

· Toolkit = building blocks

· CSTS functional group ≡ CSTS Component
· Data channel

· Data acquisition session

· …

Basic Reference Model covering architecture and Service Concept.

From Basic RM, one should derive a new SLE-RM, Ground-Domain RM and other RM.

Basic RM, new SLE-RM, Ground-Domain RM and other RM belong to the (Ground) Cross-Support RM.

CSTS Toolkit derived from Basic RM

SLE Services derived from new SLE-RM

Ground-Domain services derived from RM.

A#03-0107 - Y.Doat to compile a list of terms that requires a definition
A#04-0107 - J.Pietras to propose a list of definitions for the used terms in the toolkit documentation

A#05-0107 – Y.Doat to report to the area the need for a new reference model that should be considered to be in line with CSSA.
3.  Concept

G.Villermos presented the Concept book.

The concept shall remain at a high level. The list of parameters per operation should be removed. However, to support the concept of extension, an appendix containing one extension example shall be added.

The list of parameters of the standard header should be kept and a summary of the meaning added.
4.  Guidelines

J.Pietras presented his technical note.

During the meeting it was important to recall some decisions & definitions made in Rome (June 2006). An extract of the minutes of meeting is copied below for completeness:

Section 4.1

A service can be in states ‘bound’ or ‘unbound’.

A procedure can be in states ‘active’ or ‘inactive’.

UNBIND can only be accepted in service ‘bound’ and in prime procedure ‘inactive’ states.

UNBIND in service ‘bound’ and in prime procedure ‘active’ states would trigger a PEER-ABORT.

UNBIND in service ‘bound’ and in prime procedure ‘service instance blocked’ states would trigger a PEERABORT.

Any given service can only have one and only one prime procedure type.

Any given service can only have one and only one instance of the prime procedure.

If a procedure is derived from an existing procedure type, it is a new procedure type.

If a secondary procedure has two instances, the user shall identify the type of data required by using a data qualifier in the START extension parameter.
Section 5.1

Definitions:

· Derivation: 
Derived operation: Adding parameters. 
Derived procedure: Adding behavior

· Refinement: Narrowing/Constraining the specification of a parameter or a behavior without changing it.

· Abstract Service: Toolkit refinement/derivation that is used as a basis for the definition of a family of services (e.g. a return abstract service could be defined as a refinement/derivation of the toolkit to be used as a basis for RAF, RCF, ROCF, …).

· An operation can only be used in the context of a procedure.
Stateless procedure understanding:

CORBA: A stateless procedure instance can only have one operation invocation in its life time. If the user wants to invoke more than one operation, it must have as many procedure instances as required operations.

This limitation was not understood by most of the participants. Unless otherwise specified, a stateless procedure shall not prevent concurrent invocation of operations. As a consequence, stateless procedures need a state and a new name is required to replace “stateless”.

A#06-0107 – G.Villermos to propose a replacement name to “stateless” procedures

Dynamic Procedure instances vs Service instances

1. Dynamic creation of procedure instances in a service instance. Within a given service instance, the user can dynamically allocate new procedure instances.

2. Multiple service instances (SLE implementation). Within a given service instance, the user can only have the number of procedure instances defined in the service. If the user wants to use an additional procedure, it has to create a second service instance.
Decision: The WG agreed that all procedure instances in a given service instance must be statically defined. 
Blocking operations:

Operations are defined confirmed or not confirmed. The decision blocking/not blocking is only applicable to confirmed operations and must be defined at procedure level. The invocation of a blocking operation blocks the entire procedure until it returns. Sending an operation while blocked triggers a PEER-ABORT.
Note: The BIND and UNBIND are blocking the entire service

In the procedure, the statement blocking/non blocking is to be added in section 3.x where the operation is defined.

BIND Extension

The extension of the BIND may increase complexity in the association set-up as the service could identify additional negotiation parameters. At the moment the user invokes the BIND, in the BIND response the provider may send the BIND return with a different version that the one received. If the service defines additional negotiation parameters using the ‘extension parameter’, the handling of the negotiation may be more complex and a generic implementation may be difficult.
Decision: The WG agreed to keep BIND extension capability. The Guidelines shall give a clear warning on the possible complexity of its use.
Derived procedure with new operation(s):
Agreement from Rome meeting:

Allowing a new service to define its own procedure (using without modifying the existing operations) would give flexibility to the definition. Some rules should be defined ensuring that new procedures fit with the existing toolkit.

A designer should have the capability of deriving a procedure and adding an operation, not supported by the father procedure. The added operation MUST be one of the already defined operations.

Note:

· In the case a derived procedure would merge START/STOP & DIRECTIVE; the procedure state would be driven by the START/STOP and not by the DIRECTIVE.
(Statement required in Guidelines and in Recommendation section 3)

The Guidelines shall state that a service using the Configuration Query must define the list of parameters that can be queried.
5.  Structure of the Procedures Definition Recommendation
5.1 Comments to Recommendation

In the case a derived procedure would merge START/STOP & DIRECTIVE; the procedure state would be driven by the START/STOP and not by the DIRECTIVE.
(Statement required in Guidelines and in Recommendation section 3)

The three way operation will have a first return and a final return. 

The first return will be called: ‘Acknowledgement’

The final return will be called: ‘Return’. This approach is in line with the common approach as the Return can be considered as the final interaction related to an operation. 

The document must be revisited making sure that the use of Return is in line with the definition.

5.2 Procedures Common Comments

Issue:

The section 2 ‘sequence of activities’ contains the prescriptive part of the procedure.
In the ‘sequence of activities’ section, the behavior subsection 2.1 is very different from one procedure to another. There is in addition too much redundancy between the ‘behavior’ subsection and the following subsections.
Solution:
The section 2 is renamed to ‘Behavior’. 

The ‘behavior’ subsection 2.1 is deleted. The content of this deleted subsection is to be distributed in individual activities.
New subsection 2.1: ‘Activities’. The purpose of this new subsection 2.1 is to glue subsequent subsection for individual activities by identifying the activities and (if applicable) describes the states. For simple procedures (e.g. configuration query) there is no need to have subsections.
As example, the WG rephrased the Association procedure.

Structure of the Procedure Definition

1 Description


1.1 Purpose: Short description of the main purpose of the procedure

1.2 Concept: recall/detail the purpose, identifies the inheritance & explains the extension, see 6.11 Cyclic Data Delivery 1.1
2. Behavior Decomposition of the procedure into functional elements. In case of a derived procedure those activities inherited and not modified shall be listed (in 2.1) but not re-described.

2.1 Activities


2.x at least one per activity + others as required
2.final = Releasing Association

3. Required Operations


3.x one section per operation: specifying blocking/non-blocking
4. Provider State Table

For simple procedures (e.g. Configuration Query)
Section 2 can be collapsed.

Section 3 can be collapsed
6.  Procedures

6.1 Association
Provider State Table:

Additional events may be missing: protocol-error and PEER-ABORT initiated by the provider. To be checked by the author.
The following behaviors need to be corrected: Bind Invocation received when in state 2 triggers a negative BIND response (and not a PEER-ABORT);

The following behavior is not possible: Bind Invocation received while processing a first Bind Invocation for the same association. This behavior is not possible provided a clear statement in the Recommendation is present that all state transitions are atomic. A#02-0107 Y.Doat to make sure that such a statement is added to each state table in the book.
In the case the association is released (Unbind or Abort) the Association procedure is responsible to inform all procedures of the service that they have to stop their activities. The phrasing of the Association behavior covers that situation.

In the case a procedure faces an internal error the service may have to be aborted. Considering the Association procedure is in charge of releasing the Association, it looks that the procedures must have the capability to channel the request to the Association procedure.
A#10-0107 Analyze the impact on the concept. 
In the procedure, the statement blocking/non blocking is to be added in section 3.x where the operation is defined.

The procedure (Behavior section) shall explain what actions are required in case the association is lost.
6.2 Association User State table

The WG reviewed the Association User State Table and provided a set of comments.

The main comments that could not be handled on-line are:

1. The border line between the state table and the user application is unclear. As an example there is no explanation on the reason to issue a BIND request and who is the destination.

2. The User State Table presents a possible implementation. The WG participants do not feel comfortable or disagree on providing such a table that may be perceived as a constraint to the implementers.

3. The presented table should be complemented by a similar table for all other procedures.

T.Ray proposed to compile the User States table for all procedures and propose it as a Green Book that would not be binding for implementation.

Considering the amount of work already on-going, this Green book would be worked out and discussed once the main activities are completed. A#09-0107 – T.Ray to draft the User State Tables Green Book.
6.3 Configuration Query

The GET should offer the possibility to get a list by name or a list of parameters.

The values are returned in a sequence of QualifiedParameter. The QualifiedParameter definition shall be extended to cover time, real and sequence of values. The choice of values shall be described in the GET operation. A#06-0107 – Y.Doat to update the GET

The Cyclic Data Delivery procedure delivers a sequence of parameters as part of the TRANSFER-DATA. The structure should be identical to the list delivered with the GET. Careful analysis is required as the TRANSFER-DATA cannot contain this definition and it may be that list is to be defined in the Cyclic Data delivery procedure. A#07-0107 – Y.Doat to analyze and propose a solution.

The Configuration Query can be used for querying 

3. the status of the service instance. In that case the service using that procedure shall define (as part of he service definition) the list of parameters;

4. the status of another group of parameters. In that case the service shall make sure that the list is defined inside the service or in a well identified location (e.g. Service Management).

A#08-0107 - V.Garouste to widen the scope of the Configuration Query procedure

In the procedure, the statement blocking/non blocking is to be added in section 3.x where the operation is defined.

Add a note that no special action is required in case the association is lost.

6.4 Unbuffered Data Delivery

In the procedure, the statement blocking/non blocking is to be added in section 3.x where the operation is defined.
The procedure (Behavior section) shall explain what actions are required in case the association is lost.
Issue: Redundant notifications when using Unbuffured Data Delivery and Cyclic Data Delivery 

If a service uses the Unbuffured Data Delivery and Cyclic Data Delivery, the notification reports related to production status change will be received twice by the user (e.g. ‘Production status changed’) once per procedure.

Solutions:
1. Remove the production status changes from the generic operation. Make it available at each procedure using the generic operation. Give the possibility to a derived procedure to descope the production status changes from the derived procedure. E.g. Unbuffered data delivery reports production status changes, Cyclic Data Delivery (reporting the status of the service instance) does not.

2. Remove the NOTIFICATION from the Unbuffered Data Delivery. Originally the procedure did not have that operation and there is no real need for it.

Decision: The WG decided to remove the NOTIFICATION from the Unbuffered Data Delivery procedure. In case a service needs it it would have to add it to the appropriate procedure.

“Unbuffered data generation process” is used in the Activities section and should be defined before.
6.5 Throw-Event
Considering that all operations are defining an action, it is suggested to rename DIRECTIVE to an action term.
Issue: Alternatives to represent the three-phase operations:

1. Add a parameter in the standard header identifying confirmation and acknowledgement

2. Add an additional header for the acknowledgement

3. Do not identify the return: the first one is always the first and the second is always the final

4. Differentiate the PDU: create two top level PDUs (ASN.1 choice)
Decision: The participants agreed that option 4 is retained. The Recommendation, Standard Header definition will describe how the PDUs are identified.

The three way operation will have a first return and a final return. 

The first return will be called: ‘Acknowledgement’

The final return will be called: ‘Return’. This approach is in line with the common approach as the Return can be considered as the final interaction related to an operation. 

In the procedure, the statement blocking/non blocking is to be added in section 3.x where the operation is defined.

The procedure (Behavior section) shall explain what actions are required in case the association is lost.

Review of the parameters:

· directive-qualifier: The parameter carries information required by the DIRECTIVE operation. Considering that we already use ‘qualifier’ to qualify the parameters value of the GET, the group agreed that this parameter should be renamed: argument (not liked), …
· directive-invocation-identification is an increasing number to uniquely identify the DIRECTIVE invocation. This parameter is redundant with the invoke-id (standard header) and ca be removed.

· directive-return-type can be removed as the identification of the return will be performed in ASN.1 using a top level PDU.

· Diagnostics:
· Supported by the generic DIRECTIVE operation: ‘unknown directive’, ‘directive failed’, ‘invalid [argument]’ and ‘extension diagnostics’.
· Extended by the THROW-EVENT procedure are ‘action not completed’, ‘guard condition’, … and ‘extension diagnostics’.
6.6 Cop-Directive

Considering that the Cop-Directive is FSP specific all participants agreed to remove the Cop-Directive from the generic procedures.
6.7 Buffered Data Delivery
The handling of the Data Buffer is to be revisited as the text does not always match the purpose of the procedure. 

The ‘Data Buffer’ term shall be renamed to ‘Data Store’ which has a long term connotation.

In the procedure, the statement blocking/non blocking is to be added in section 3.x where the operation is defined.

The procedure (Behavior section) shall explain what actions are required in case the association is lost (e.g. cleaning of the buffer).
6.8 Data Processing
In the procedure, the statement blocking/non blocking is to be added in section 3.x where the operation is defined.
The procedure (Behavior section) shall explain what actions are required in case the association is lost.
6.9 Cyclic Data Delivery

In the procedure, the statement blocking/non blocking is to be added in section 3.x where the operation is defined.

The concept section shall clearly identify the inheritance and explain the extension:
“The Cyclic D.D procedure is derived from the U.D.D procedure and inherit the following capabilities: …

In addition it extends the U.D.D. procedure with the following information …”

“Unbuffered data generation process” is used in the Activities section and should reuse the definition in the Unbuffered Data Delivery procedure. (Note that the Unbuffered Data Delivery procedure does not define it either).

The procedure (Behavior section) shall explain what actions are required in case the association is lost.
6.10 Status Report

The Status Report is thought to carry Service Instance related information. The procedure could define the generic information to be carried such as ‘production status’.
In the procedure, the statement blocking/non blocking is to be added in section 3.x where the operation is defined.

The procedure (Behavior section) shall explain what actions are required in case the association is lost.
The definition of this procedure is not high priority.
7.  Services

7.1 Monitoring 
A#16-0107 - W.Hell to distribute the set of monitored parameters required by JPL and DLR.

J.Pietras presented the proposed functionality (See ‘14. 
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Appendix B – Monitoring – J.Pietras Presentation’):

· Cyclic delivery;

· Notification of events;

· Configuration query.

7.2 RUFT

T.Ray led a discussion on the RUFT understanding.

J.Pietras explained that JPL would like to see a service allowing delivery of frames and in case the frame synchronization is lost automatically switch to an unsynchronized TM delivery mode.
8.  Planning
22.02.2007 – Teleconference

30.04.2007 – Updates of procedures completed

30.05.2007 – Videoconference

31.07.2007 – Draft Recommendation
9.  AOB
9.1 RTLogic Presentation

RTLogic presented the implementation of the blue book compliant SLE API.

The company implemented the SLE API Blue Books RAF, RCF and FCLTU based on the JPL software. RTLogic removed unnecessary overhead and ported the software from Solaris to Linux (Suse) and Windows.

The end result was tested with a full provider implementation and a dummy user not processing the data. With that configuration, 170 Mbps could be transferred during hours without loss of data (on-line timely mode using a 3GHz cpu with few GBytes of memory). This result demonstrates that the SLE approach is very efficient.

RTLogic reported a few inconsistencies in the SLE API books that will be considered for the next book updates (The RTLogic comments have been included into the SLE Books RIDs, see ‘11. 

 REF _Ref157081457 \h 
Appendix B Updates to SLE API Books’).

9.2 Vega Presentation

M.Goetzelmann (Vega) presented the Vega involvement in the SLE activities.
10.  Appendix B Updates to SLE API Books
Updates to SLE API Books – CCSDS Meeting January 2007
(Prepared by M.Goetzelmann)
	#
	Book
	Location
	Change
	Source

	1
	CLTU API
(916.1)
	2.2.3.2.5
Table 2-1
	Added optional parameter start time for the method CltuRadiated and note to explain its use.
	MoM 200606, sect. 3.1.1

	2
	CLTU API
(916.1)
	A4.2
	Corrected the method ICLTU_SIUpdate::EventProcCompleted in the synopsis to show the same signature as in the method description.

The signature adopted is the one that has been implemented by RT Logic and ESA, i.e.:

virtual void

EventProcCompleted(

   CLTU_EventInvocationId id,

   CLTU_NotificationType result,
   bool notify ) const;
RT Logic suggested removing ‘const’, but the need for this does not seem obvious.
	RT Logic presentation 16.01.2007

	3
	FSP API
(916.3)
	A3.5
	Modified methods Get_ApIdList, Set_ApIdList, and Put_ApIdList as well as the parameter verification specification to allow for a value of NULL for the APID list in case access to any APID is allowed.
	New problem detected by ESA

	4
	ROCF API
(915.5)
	A3.5
	Modified methods Get_PermittedTcVcidSet, Set_PermittedTcVcidSet, and Put_PermittedTcVcidSet as well as the parameter verification specification to allow for a value of NULL for the permitted –TC-VCID-list if either the control-word-type is not ‘clcw’ or the CLCW for any TC VCID shall be delivered.
	New problem detected by ESA

	5
	Core Spec (914.0)
	3.2.6.2.1
	To clarify authentication for the transfer buffer, added the following note:

The TRANSFER-BUFFER PDU (see 3.3.5.3) does not represent an invocation or return of an SLE operation but is rather used to transmit a number of TRANSFER-DATA and SYNC-NOTIFY invocations as a single data unit across the association between the SLE Provider and the SLE User. Therefore authentication shall be performed on each of the contained SLE PDUs presenting SLE operation invocations and not on the TRANSFER-BUFFER PDU.
	RT Logic presentation 16.01.2007

	6
	Programmers Guide (914.2)
	3.1.3
pg 3-4
	Added declaration of a GUID wrapper class to show how GUIDs can be compared as indicated in the original code example.
	MoM 200606, sect. 3.1.2 (5)

	7
	Programmers Guide (914.2)
	4.7.7
4-19/20
	Corrected the example code and the introductory text to always accept an UNBIND invocation received in a valid state.
	MoM 200606, sect. 3.1.2 (2)

	8
	Programmers Guide (914.2)
	6.2.1 
Table 6-1
	Added optional parameter start time for the method CltuRadiated and added a note to explain its use.
	MoM 200606, sect. 3.1.2 (1)

	9
	Programmers Guide (914.2)
	6.2.2
pg 6-6
	Changed the introduction to the example code to point out that the notification is only sent if the notification mode is set to immediate.
	MoM 200606, sect. 3.1.2 (3)

	10
	Programmers Guide (914.2)
	6.2.4
Figure 6-1
	Replaced reference to the notification ‘production status change’ by ‘production halted’ in the figure and the introductory text. (There is no CLTU notification ‘production status change)
	MoM 200606, sect. 3.1.2 (4)


11.  Appendix A – SLE Services Review – W.Hell Presentation
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SLE Transfer Service Issues

W. Hell

16.01.2007
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All Service Types

SLE System

• Check if and how the term ‘SLE System’ is used. 

We need to agree on an unambiguous definition. 

Is it

– The collection of SLE Complexes a given MDOS is 

interfacing to?

– One specific SLE Complex?

– One specific SLE provider?

• The clean-up will affect RM, SM and Transfer 

services (including CSTS work)
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All Service Types

Blue Books vs ‘CSTS Books’

• We need to compare very carefully the two 

variants, as it appears that the CSTS Books 

contain various corrections / improvements that 

did not get documented properly and might 

otherwise get lost in future official versions.

• The Blue Books may contains some corrections 

and are not (yet) part of the ‘CSTS Books’
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All Service Types

Service Instance Identifier (SIID)

• The ASN.1 specification leaves quite some 

freedom, but real implementations impose 

further potentially ‘private’ constraints (e.g. sagr

= CCSDS SC-ID)

• In practice we have different formats for the 

spack (default vs. pass specific) and some 

implementations ‘over-constrained’ the format

• Should we be more specific in the Transfer 

Service Specifications / in Service 

Management?      
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All Return Services

Ground Communications Configuration

• ISP1 implies mapping to TCP – number of ‘high’ TM rate missions 

keeps growing which necessitates to ‘ tune’ the TCP configuration. 

How shall we ‘manage’ this aspect?

• Delivery of different telemetry data (e.g. different VCs) may have to 

be tuned in accordance with the mission operations concept

• Similarly, several missions sharing one common ‘physical’ line 

require mutual protection.

• The above requires that the communications infrastructure has 

means to distinguish the various data streams as to assign the 

streams to the appropriate Quality of Service

• Is there a need to standardize the flow identification mechanism? 

Shall we define ‘well known’ server ports for unique services? Sahll

we allocate port ranges per mission? Is it sufficient to distinguish 

users based on their IP address? What about prime and backup 

server? What about missions sharing a control system?
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RAF Services

What is to be delivered in case the frame quality is 

‘undetermined’?

• Sect. 3.6.2.8 does not provide any specification for this 

case

• Do we have to remain vague (implementation dependent 

or something like that) or can we simply state all octets 

between the end of the leading frame sync word and the 

beginning of the trailing frame sync word?

• What is to be delivered in case the frame quality is 

‘erred’? I agree that the full codeblock is to be sent, but I 

do not see what is wrong with the book as it stands.

• In the official Blue Book, the font/style of ‘requested-

frame-quality’ is not correct.
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RAF Services

ISO comments:

• Sect. 1.6.1.7.6: The terms ‘initiator’ and invoker refer to 

the same object and therefore are synonyms – This is a 

misunderstanding. Shall we reject the RID or add a note 

explaining the matter better? 

• Sect 1.6.1.7.11: Same as above, but for the terms 

‘responder’ and ‘performer’.

• Sect. 4.2.2: Predicate ‘negative result’ missing. The 

observation is incorrect and is therefore rejected.

Note: Strangely, these comments were not raised in the 

RCF and FSP context.  
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RAF Services

ASN.1 definition of lock status

• Inadvertently the ASN.1 specification of the lock status as required for the 

status report was not been updated and as a consequence is now 

inconsistent with RCF.

Incorrect Blue Book Specification:

RafStatusReportInvocation ::= SEQUENCE

{   invokerCredentials Credentials

,   errorFreeFrameNumber IntUnsignedLong

,   deliveredFrameNumber IntUnsignedLong

,   frameSyncLockStatus LockStatus

,   symbolSyncLockStatus LockStatus

,   subcarrierLockStatus LockStatus

,   carrierLockStatus LockStatus

,   productionStatus RafProductionStatus

}

LockStatus ::= INTEGER

{   inLock (0)

,   outOfLock (1)

,   notInUse (2)

,   unknown                      (3)

}
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RAF Services

ASN.1 definition of lock status

• Corrected Specification:

RafStatusReportInvocation ::= SEQUENCE

{   invokerCredentials Credentials

,   errorFreeFrameNumber IntUnsignedLong

,   deliveredFrameNumber IntUnsignedLong

,   frameSyncLockStatus FrameSyncLockStatus

,   symbolSyncLockStatus SymbolLockStatus

,   subcarrierLockStatus LockStatus

,   carrierLockStatus CarrierLockStatus

,   productionStatus RafProductionStatus

}

FrameSyncLockStatus ::= LockStatus

( inLock

| outOfLock

| unknown

)

SymbolLockStatus ::= LockStatus

( inLock

| outOfLock

| unknown

)

CarrierLockStatus ::= LockStatus

( inLock

| outOfLock

| unknown

)
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RCF Services

Data Link Continuity Parameter incorrectly specified 

• Sect. 3.6.2.5.2 b)

‘(([MCFC(n) – MCFC(n-1)] modulo 255) – 1)’ should read

‘([MCFC(n) – MCFC(n-1) – 1] modulo 256)’

otherwise for certain gaps the gap size reported is 

incorrect

• Sect. 3.6.2.5.2 c)

same change as above

• Sect. 3.6.2.5.2 d)

‘(([MCFC(n) – MCFC(n-1)] modulo 1677215) – 1)’ should 

read

‘([MCFC(n) – MCFC(n-1) – 1] modulo 1677216)’

otherwise for certain gaps the gap size reported is 

incorrect
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RCF Services

The original formula yields incorrect results if:

• The count in frame n and frame n-1 is identical

• The count in frame n is ‘max’ and the count in 

frame n-1 is 0

• The count in frame n has crossed the wrap-

around border ‘max’ and the count in frame n-1 

has not yet crossed that border

• The count in frame n is < than the count in frame 

n-1.
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ROCF Services

• Data Link Continuity Parameter incorrectly 

specified; see RCF service for details

• ISO comments – see RAF 
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All Forward Services

Throw Event

• Is there sufficient interest and consensus 

that a few event types and the associated 

arguments should be standardized in 

terms of syntax and semantic?

• Shall this be left completely to bilateral 

agreements?
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F-CLTU Service

‘Blocked’ state following a fault

• Hands-on experience has shown that this state tends to 

confuse users. It is therefore suggested to insert in 

section 3.6.2.13.1 as a new item 3) the following text:

The production –status is ‘operational’, but the provider 

is blocked due to an earlier fault: the provider has 

reported the fault condition to the user via a CLTU-

ASYNC-NOTIFY operation containing the notification-

type ‘production interrupted’ and has reported the 

recovery from the fault condition to the user via a CLTU-

ASYNC-NOTIFY operation containing the notification-

type ‘production operational’. 
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F-CLTU Service

ISO comments – see RAF 
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F-CLTU Service

Corrupted Note in section 3.7.2.3 c)

• Present text:

NOTE – The production process achieves operational 

status after initial establishment  blocking by invoking a CLTU-STOP 

operation. After the condition causing the ‘production interrupted’

event is corrected, the provider notifies the user by means of a

‘production operational’ notification. The user can resume the 

transfer and radiation of CLTUs after successfully invoking CLTU-

START.

• Corrected text:

NOTE – The user can unblock the service instance by 

invoking the CLTU-STOP operation. After the condition causing the 

‘production interrupted’ event is corrected, the provider notifies the 

user by means of a ‘production operational’ notification. The user 

can resume the transfer and radiation of CLTUs after successfully 

invoking CLTU-START.


12.  Appendix B – Reference Model – M.Götzelmann Presentation
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Initial Considerations 

M. Götzelmann, CCSDS Meeting Jan 2007

 
[image: image18.emf]Status of CSTS Defintions (my Perception)

• Definition of data structures, parameters, methods of 

extension -- quite advanced

• Description of semantics and behaviour (and how to 

specify extensions) – progress made but needs more 

attention and work

• Construction rules for services and conceptual 

foundation – needs more work 



Guidelines and 

Section 3 of procedure book

• Conceptual background and terminology – weakest point

– Current Reference Manual no longer suitable as limited to SLE 

services

– Just replacing SLE bu CSTS not suitable



[image: image19.emf]Examples of unclear definitions

See section 3 of the procedures book

• CSTS Functional Group (inherited from initial JAXA 

draft)

• Data acquisition section (



space link session)

• Data Channel
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• Should be fitted into global CS architecture

• Should restrict applicability to interactions between one 

(or more?) SLE Complex and an MDOS

• Should address, e.g.

– SLE Complex, Complex Management

– MDOS, Utilization Management

– CS TS (identify classes – SLE proper, Ground Domain, other??)

– CS SM (really same calssifications as CSTS?)

– Service provider / user

– Production / Provision / Production status (on higher abstraction 

level, might be refined by RM extensions)

 
[image: image22.emf](Basic) CS RM Considerations (2/2)

• Not so sure about whether the following should be 

included:

– Spacelink session (has impact radiometric services and may be 

relevant for monitoring)

– Definion of what online / offline means (might need a higher level 

of abstraction for some services)

– Functional Groups 

• Further needs can be derived from reveiw of current 

drafts of operation / procedure descriptions

• [Should the “abstract object“ notation be maintained?]



[image: image23.emf]Notes on Functional Groups

• Introduced to identify space link data processing steps 

that cannot be split between differnt complexes

• Cascading FG represent sequential processing steps

• Represent service production and provide SLE transfer 

services

• In more recent terminalogy can be described as 

“components that provide a well defined service and 

encapsulate the required functionality“ (see e.g. SC&M)

• Could define a more abstract and more general basic 

concept that is refined for more specififc RM extensions

• Might consider using more modern terminology (or keep 

due to historic reasons and describe mapping)
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13.  Appendix B – Monitoring – J.Pietras Presentation


[image: image25.emf]Monitoring Service Concepts

John Pietras


[image: image26.emf]What should be the scope of the monitoring 

service?

• Abstract monitoring service

– Establishes features of the service without specifying exactly 

what is to be monitored or how that monitored data is to be 

represented

• Concrete Service Package Monitoring Service

– Provides a proof-of-concept of the abstract service

– Responds to SLE-SM-level need for monitoring

• Of course, other concrete monitoring services should be 

derivable from the abstract service

– E.g., TT&C network-internal, equipment-oriented monitoring 

service

• This particular application may overlap with other (emerging) 

CCSDS/OMG standards


[image: image27.emf]Service Packaging Monitoring Service

• Scheduled as part of the Service Package itself

• MIB parameters associated with SLE-SM data set 

parameters

– Carrier

• RF

• Modulation

• Link production (e.g., frame sync lock status)

– Transfer Services

• Possible redundancies with the transfer services themselves?

– [Data store status]

• Additional scoping capabilities above those provided by 

the abstract service

– TBD


[image: image28.emf]Characteristics of the abstract monitoring service 

(current thoughts)

• Defers definition of the Monitored Information Base (MIB) to the

specific concrete monitoring service

• Supports multiple concurrent monitoring “threads” (i.e., procedures)

• Supports periodic reporting and event-triggered reporting 

– Event triggers will be simple “crossing X (ascending)”, “crossing Y 

descending”, “state change” types

– Trigger parameters will be defined as part of the MIB

• No complex “scripting language” for deriving trigger parameters as part of 

the monitoring service instance/procedure setup

• E.g., if the average value of X is desired, that average value (e.g., Xave) is 

predefined and calculated as part of the MIB – the base monitoring service 

does not provide for specifying that the average value of X should be 

calculated and reported

– Each monitoring thread will be configured initially (as part of the START) 

for what is to be reported and how

– Each monitoring thread can be reconfigured to add and delete 

parameters and change reporting periods, event triggers, etc., without 

requiring STOP/START
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All Service Types

Blue Books vs ‘CSTS Books’

		We need to compare very carefully the two variants, as it appears that the CSTS Books contain various corrections / improvements that did not get documented properly and might otherwise get lost in future official versions.

		The Blue Books may contains some corrections and are not (yet) part of the ‘CSTS Books’ 
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Characteristics of the abstract monitoring service (current thoughts)

		Defers definition of the Monitored Information Base (MIB) to the specific concrete monitoring service

		Supports multiple concurrent monitoring “threads” (i.e., procedures)

		Supports periodic reporting and event-triggered reporting 

		Event triggers will be simple “crossing X (ascending)”, “crossing Y descending”, “state change” types

		Trigger parameters will be defined as part of the MIB

		No complex “scripting language” for deriving trigger parameters as part of the monitoring service instance/procedure setup

		E.g., if the average value of X is desired, that average value (e.g., Xave) is predefined and calculated as part of the MIB – the base monitoring service does not provide for specifying that the average value of X should be calculated and reported

		Each monitoring thread will be configured initially (as part of the START) for what is to be reported and how

		Each monitoring thread can be reconfigured to add and delete parameters and change reporting periods, event triggers, etc., without requiring STOP/START
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All Service Types





SLE System

		Check if and how the term ‘SLE System’ is used. We need to agree on an unambiguous definition. Is it

		The collection of SLE Complexes a given MDOS is interfacing to?

		One specific SLE Complex?

		One specific SLE provider?

		The clean-up will affect RM, SM and Transfer services (including CSTS work)
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