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Note: The document should be updated to include an informative annex describing the observed TCP limitation when using on-line timely delivery mode.
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	A#1-1104
	15.02.2005

Closed

	Y.Doat to prepare the Guidelines for the definition of new services based on the generic services.
	A#4-1104
	15.03.2005

See A#07-0905 Cancelled
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	A#4-0405
	01.06.2005

Closed

	I.Yasunori (JAXA) to define the ‘Production status handling’ procedure
	A#5-0405
	01.06.2005
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	G.Villemos (ESA/Terma) to define the ‘Throw-Event’ procedure
	A#6-0405
	01.06.2005

Closed

	J.C.Rubio (CNES) to define the ‘Status reporting’ Control’ procedure.
	A#7-0405
	01.06.2005
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	G.Villemos (ESA/Terma) to define the ‘Notification’ procedure
	A#8-0405
	01.06.2005
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	J.C.Rubio (CNES) to define the ‘Configuration Query’ procedure.
	A#9-0405
	01.06.2005
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	T.Ray (GSFC) to define the ‘Directive’ procedure.
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	01.06.2005
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	A#11-0405
	01.06.2005
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	A#12-0405
	01.06.2005
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	Y.Doat (ESA) to organize the review of the SM Annex D: Service Management mapping of SICF.
	A#13-0405
	01.06.2005

Closed

	C.Ruggier (JPL) to review the Directive procedure to reflect the latest discussion of the WG. 
	A#01-0905
	15.10.2005

	C.Ruggier (JPL) will investigate the possibility of using Enterprise Architect.
	A#02-0905
	31.12.2005

	T.Ray, representing NASA (JPL/Goddard) will work out a User’s State Table that could be accepted as a normative part of the Recommendation.

Following the review resulting from the NASA work, the working group may accept the state table as normative or informative.
	A#03-0905
	15.12.2005

	G.Villermos will analyse the impact of a service using multiple procedures. 
	A#04-0905
	15.12.2005

	Procedures revision (Y.Doat, J.C.Rubio, T.Ray, S.Smith, G.Villermos, C.Ruggier)
	A#05-0905
	15.12.2005

	Toolkit 4 boxes book  - Table of Content
	A#06-0905
	15.12.2005

	Toolkit Guidelines for new services
	A#07-0905
	01.05.2006
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· Procedures:

· Association

· Authentication

· Configuration Query

· Status Reporting

· Data Delivery

· Data Processing

· Throw-Event

· Production Status Handling

· Draft Monitoring Service

· Generic Service Toolkit (from JAXA)

Agenda:

	
	Tue 13-Sep-2005
	Tue 13-Sep-2005
	Wed 14-Sep-2005
	Thu 15-Sep-2005
	Fri 16-Sep-2005

	AM
	09:00 CSS plenary

12:00 Lunch
	08:30 Status Reporting


10:00 Data Delivery

12:00 Lunch
	09:00 CSS Plenary including CSTS/SM Coordination

12:00 Lunch
	08:30 Monitoring


10:00 Open questions

12:00 Lunch
	08:30Transfer Services

Multiple START

SET/START

12:00 CSS Wrap-up

	PM
	13:30 Actions

14:30 Procedures Status 


15:00 Association


16:00 Authentication


17:00 Configuration Query
	13:30 Data Processing

16:00 Notification

17:00 Open Questions:
UML Tool;
User side state table
Others?
	13:30 THROW-EVENT
(Directive)

16:00 Production Status
	13:30 Toolkit Documentation
Cross Support Service Recommendation (operation & behavior)


16:00 Cross Support Transfer layer
	14:00 Adjourn


Table Of Contents
61.
Review of Actions


62.
Introduction from Y.Doat


63.
NASA’s view on Toolkit


74.
Procedures


74.1
Definition of Generic Procedures


74.2
Data Delivery


84.3
Data Processing


84.4
Directive Procedures


94.5
Work to be done


105.
Toolkit Books


105.1
Foundation Layer (NASA)


105.2
Proposal for new books:


116.
Transfer Services


116.1
Inconsistencies


126.2
Management


127.
Open Questions


127.1
UML


137.2
User’s State Table


147.3
Service derivation from Several Procedures


147.4
SET Followed by a START or START Alone


147.5
Allowing a SET while an activity is ongoing


168.
APPENDIX A - SLE CTST State Table – Session Control – User Side


209.
Appendix B - Specification of ‘SLE foundation layer’




Review of Actions

See table at the beginning of those minutes.

1.  Introduction from Y.Doat

Goal of this meeting:

Based on the existing procedures

1. Identify and define to some details what are the generic procedures;

2. Agree what books and their contents will be produced by the WG.

2.  NASA’s view on Toolkit

T.Ray presented NASA view of the Toolkit (the presentation has been copied below to the minutes)

BEGINNING OF PRESENTATION

Generic “Layer” is a foundation

· Generic “Layer” is not a service by itself
· To create a service, add a specific layer (or layers) on top of the generic layer

· Generic “layer” is specified in one Blue Book

· Specific “layers” are specified in other Blue Books
Generic layer relays many incoming messages

· Data transfers 
· Get/Set Parameter

· Event notification

· Reports
Example – Set Parameter
· Generic layer
· Receives the Set-Parameter-Invocation

· Calls the specific layer’s SetParameter routine

· Specific layer
· Its SetParameter routine “does the work”, and returns “success” or “failure”

· Generic layer
· Sends the appropriate Set-Parameter-Return
Generic layer controls the session
· Maintains the session state
· Enforces session protocol (e.g. no data transfer unless Started)

· Lets the Specific layer(s) handle details of starting and stopping…
Example - Starting
· User side
· Generic layer is given a Start Request; sends Start-Invocation
· Provider side
· Generic layer checks current state; performs Peer-Abort if a Start-Invocation is not legal in current state

· Generic layer calls the specific layer’s start routine

· Specific layer’s start routine “does the work”, returns “success” or “failure”
· Generic layer sends appropriate Start-Return (positive or negative)
END OF PRESENTATION

During the discussion, all participants agreed that the generic layer will be more or less intelligent depending on the procedure.

e.g. setting a parameter of the API may be handled by the API itself without involving the service. The API could handle buffering of the data in a generic manner for all future services requiring buffering.
3.  Procedures

3.1 Definition of Generic Procedures

Recall:

· Available procedures;

· Objective of the procedures.

The following documents have been presented:

· 20050912 CSTS Data-Delivery Procedure MG i11.doc

· 20050912 Procedures1 M.Goetzelmann.ppt

Splinter meeting:

Data delivery & Status reporting (buffered & unbuffered data delivery)

Data processing & Throw-Event

3.2 Data Delivery

An initial analysis of the procedure was performed.

The Data Delivery procedure is split into two procedures:

· Buffered Data Delivery ensuring timely and complete delivery modes. A transfer buffer ensures that discarding data is done in an orderly manner.

· Unbuffered Data Delivery. The data is delivered on a ‘best-effort’ basis. The user checking a ‘sequence-counter’ detects data loss.

Finalising the two procedures may identify additional ones.

3.3 Data Processing

An initial analysis of the procedure was performed refining the concept of ‘processing’.

Additional procedures may be identified.

3.4 Directive Procedures

Mr.I.Yasunori presented his understanding of the Directive procedure proposed by Mr.C.Ruggier. (The presentation has been copied below).

BEGINNING OF PRESENTATION
· Title of the presentation:
Soft Landing Proposal - Realization of JPL’s “SET” Concept through “THROW-EVENT”
· SET Shock
· The biggest shock of JPL’s concept is the newly introduced “SET” procedure.
· Most other agencies prefer utilizing the existing SLE procedures for the sake of fast establishment of the new recommendation.

· This presentation explains the proposal to mitigate the shock by adapting “THROW-EVENT” to the “SET” features. 
· Newly Introduced Features by “SET”
· Taking over all configuring features of existing SLE procedures

- “report-request-type”, “reporting-cycle” in “SCHEDULE-STATUS-REPORT”


- “THROW-EVENT”

· New Parameter Setting Features


- “confirmed/unconfirmed-mode”


- “blocking”


- “data-type”


- “report-contents” (annotation-type?)

· The Sequence: “SET” everything first, then operation
· Similarity and Difference between “SET” and “THROW-EVENT”
· [Similarity]
Basic concept of these two procedures is same: to configure it !
According to JPL, “SET” supersedes “THROW-EVENT”, if so, to put it defferently, “THROW-EVENT” is a subset of “SET”.

· [Difference]
“THROW-EVENT” does not have:



- “confirmed/unconfirmed mode” setting



- “blocking” setting



- “report-request-type” and “reporting-cycle” setting



- “data-type” setting 



- “report-contents” (annotation-type?) setting 



etc.

· Shock Mitigation by adapting “Throw-Event” to the “Set” features:
· [Less Shock No.1] 
If “THROW-EVENT” evolves to get the rest of “SET” features, then “THROW-EVENT” = “SET”.   
This expanded “THROW-EVENT” is more acceptable and less allergic than the newcomer “SET”.

· [Less Shock No.2]

The expanded “THROW-EVENT” will co-exist with any existing SLE procedures. For example, If you would rather to set “reporting-cycle” by “SCHEDULE-STATUS-REPORT” instead of the expanded “THROW-EVENT”, it is allowed. 
· [Less Shock No.3]

The expanded “THROW-EVENT” will have the “data-type” and “report-contents” (annotation-type?) setting.
“TRANSFER-DATA” needs not to have “data-type” and “report-contents” (annotation-type?) setting feature (i.e. less change from original SLE “TRANSFER-DATA”).
END OF PRESENTATION

A discussion followed the presentation

· The DIRECTIVE procedure would make use of a SET and Notification operations.

· In view of the discussion that took place in the course of the week, Mr.Ruggier will review the Directive procedure.

· A#01-0905, C.Ruggier to review the Directive procedure to reflect the latest discussion of the WG. 

3.5 Work to be done

	Procedures
	Status
	Actionee
	Date
	Action

	
	Buffered Data Delivery
	Clean-up
	YD
	15.12.05
	A#05-0905

	
	Unbuffered Data Delivery
	Clean-up
	JCR
	15.12.05
	A#05-0905

	
	Data Processing
	To be reviewed
	TR
	15.12.05
	A#05-0905

	
	Configuration Query
	To be completed
	JCR
	15.12.05
	A#05-0905

	
	Association
	To be done
	JCR
	15.12.05
	A#05-0905

	
	Authentication
	To be done
	SSGV
	15.12.05
	A#05-0905

	
	Throw-Event
	To be reviewed
	GVSS
	15.12.05
	A#05-0905

	
	Directive
	To be done
	CR
	15.12.05
	A#05-0905

	
	
	
	
	
	

	Books
	
	
	
	

	
	4 Boxes Book
	Table of Content required
	IY
	15.12.05
	A#06-0905

	
	Guidelines
	Table of Content required
	GVSS
	01.05.06
	A#07-0905

	Services
	
	
	
	

	
	Radiometric
	Depends on Guidelines
	IY
	
	A#5-1104

	
	Return Unframed Telemetry
	Depends on Guidelines
	JCR
	
	A#6-1104

	Validation
	
	
	
	

	
	Monitoring
	Table of Content required
	
	
	

	
	RAF or CLTU
	Table of Content required
	
	
	


4.  Toolkit Books

4.1 Foundation Layer (NASA)

T.Ray (NASA/Goddard) presented the foundation layer (see Appendix B).

1. All common procedure behavior is covered in the foundation layer, e.g. duplicate invoke id, syntax error, increasing sequence number, …

2. The procedures specification does not have to repeat the behavior covered by the foundation layer.

a. State table definition (provider & user),

b. Operations: name and parameters (syntax).

4.2 Proposal for new books:
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Note: In the above figure, the toolkit books are drawn in blue.

Foundation Layer: Operations + Common Principles + Association Control

Books:

· Toolkit:

· 4 boxes Book (Name to be agreed)

· Guidelines for derived services

· Derived Services:

· Radiometric

· Return Unframed Telemetry

As a validation exercise:

· Monitoring service;

· RCF or CLTU validation.

5.  Transfer Services

5.1 Inconsistencies

See presentation from W.Hell (Transfer Service Issues W.Hell)

· F-CLTU ASN.1 CltuStartReturn type will be updated.
Correct. However, it should be noted that this is not a change of the type and therefore transparent to existing implementations. This is only for improving the consistency of the text in chapter 3 and the annex A.


· All services. The ASN.1 SpaceLinkDataUnit definition will allow the range 1 to 65536


· Forward/Return State Table. Chapter 4 postulates that the state machine represents a single association. As such the error condition 'already bound' which can only appear in a separate association cannot be visible in the state table, but shows up in the textual requirements only. Therefore, the state tables in the forward services will be updated such that this error condition is no longer presented in the state table. In other words, the forward services state table will be brought in line with what is in the return services books.


· State table, Return Services. The notification resulting from a production status change will be inserted following the same logic as for the frame loss synchronisation notification.

· Production status is 'interrupted'. 
For FSP it was confirmed that the provider shall not defer processing of a packet with unspecified latest production time. Since this is then a firm requirement, I have the action to change the FSP book such that the relevant statement is converted  form a note to numbered requirement. 
The second action is to add such requirement to the F-CLTU book.


· F-CLTU does not specify a diagnostic that is appropriate for the case that the production start and/or stop time is earlier than of a previously buffered CLTU. A new notification will be added in CLTU.

· FSP: In case a directive cannot be executed because of the present state of the FOP, then the FOP layer returns a reject rather than a negative return to directive.
This point is so minor that we shall leave the FSP book alone in this respect, as it would not be justified to trigger changes to existing implementations for this embellishment. 

· Return services. The on-line frame buffer and the number of frames discarded are a provider characteristic. In other words, these parameters are not managed.

· Service management with set the maximum values of  the data rate ('Metering')
We further confirmed that such capability is at least desirable if not even important to have. However, we also agreed that at least over TCP it is close to impossible to obtain the desired behaviour by means of throttling in the provider application. Real implementations are expected to obtain such metering by means of appropriate router setting and/or back pressure applied by the SLE user application as necessary in order to keep the average throughput below the desired limit. The text in the transfer service books will have to be modified in that regard.


· Return services: The 'permitted-frame-quality'. 
Absence of this parameter from the list of the RAF gettable parameters is an inconsistency with respect to RCF, where the GVCID is gettable. RAF specification will be left unchanged.


· Private annotation are not to be managed by SM.


· Forward services:
expected-cltu-identification, expected-event-invocation-identification will not be managed by SM.


· SM will know the possible events THROW-EVENT may invoke only in terms of the ids of these events. SM has no knowledge in terms of the semantic of these events nor of the semantic of the event qualifier (if applicable).


· (Slide 17) The term Complex Management is currently used in the Transfer Services both in the sense of the peer entity to Utilization Management in the context of SM as well as a term that denotes the function of local management actions such as operator intervention. This turned out to be confusing to the readers and therefore the transfer services will be modified such that the term Complex Management will be used only where we refer to the provider side entity implementing SM. The entity in charge of strictly local management actions will be referred to as 'local management'.
For the reporting cycle, we established that everything is OK, both in the transfer services as well as in SM. 

5.2 Management

See presentation from W.Hell (Transfer Service Issues W.Hell)

6.  Open Questions

6.1 UML

JPL is using Magic Draw

ESOC and CNES are using Enterprise Architect

JAXA is not using UML tools. UML diagrams are produced using drawing tools.

Exchange between JPL and ESOC using XMI did not work.

A#02-0905 C.Ruggier will investigate the possibility of using Enterprise Architect.

6.2 User’s State Table

Tim worked out a user’s state transition diagram which is very similar to the one described in the API Core Specification documentation (CCSDS 914x0).
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Adding the transition diagram in the SLE Toolkit documentation should be considered.

Tim (JPL) foundation layer covers a pure message transfer approach not including generic behaviour.

Some participants found this approach premature in view of the on-going procedures definitions. The discussion will be resumed on the 15.09 am.

T.Ray (NASA/Goddard) presented the User State Table he derived from the existing SLE books.

SLE CTST State Table – Session Control – User Side

The presented state table is derived from the existing SLE books and is not in contradiction with the books. Those elements that are under the responsibility of user’s implementation are clearly addressed in note leaving the freedom to the implementer.

The state table would need to be reviewed.

All participants agreed that a provider state table is mandatory as part of the future recommendation.

NASA consider that the User State table as presented during the meeting has to be normative.

ESA/CNES would accept the proposed state table as informative element of the future.

A#03-0905 T.Ray, representing NASA (JPL/Goddard) will work out a User’s State Table that could be accepted as a normative part of he book.

Following the review resulting from the NASA work, the working group may accept the state table as normative or informative.

6.3 Service derivation from Several Procedures

Can a derived service invoke several procedures? The WG answered by Yes.

Can each procedure includes its own START and STOP? 

1. This could imply that:

· A derived service may have to invoke multiple START and STOP.

· Each procedure has its own state matrix.

· Drawback: the derived service does not have its own state.

2. Another option would be that each service SET its configuration and a generic START starts the entire service. 
Drawback: In case a procedure execution is affected by an event and changes state, all procedures change states.

M.Goetzelmann presented various options on how to approach the problem.

· Option 1: 
All activities prepared
One START to go to the active state.
All participants agreed that this approach is not an alternative.


· Option A – A main activity drives the state of the SI.
e.g. RAF + monitoring. RAF would drive the state.


· Option B – Each procedure has its own state. The SI has an association state.

A#04-0905. G.Villermos will analyse the impact of a service using multiple procedures. 

6.4 SET Followed by a START or START Alone

Assuming that we would go for each procedure having its own state table, NASA would agree to use a START with arguments.

ESA and CNES consider that a STAR with arguments should be retaining.

6.5 Allowing a SET while an activity is ongoing

In case this possibility would be allowed: 

· Introduction of an additional notification ensuring that the exact timing of configuration change is applied in the delivered data.

· The link to SM would have to be clarified.

Alternative:

· Allow limited number of procedures to use the SET.

· The Service must identify those parameters that can be set,

This issue will be covered by the DIRECTIVE procedure to be analysed by C.Ruggier.

APPENDIX A - SLE CTST State Table – Session Control – User Side

(Author: T.Ray NASA/Goddard)

	
	S1

Unbound
	S1B

Binding
	S2U

Unbinding
	S2

Ready

(Bound)
	S2S

Starting
	S3S

Stopping
	S3

Active

(Started)

	E1

Bind 

Request
	 (BindInvocation)

Start Timer

( S1B
	Reject
	Reject
	Reject
	Reject
	Reject
	Reject

	E2

(+BindReturn)
	N/A    
	Stop Timer

( S2
	PE


	PE


	PE


	PE


	PE



	E3

(-BindReturn)
	N/A
	Stop Timer

( S1
	PE


	PE


	PE


	PE


	PE



	E4

Start

Request
	Reject
	Reject
	Reject
	 (StartInvocation)

( S2S
	Reject
	Reject
	Reject

	E5

(+StartReturn)
	N/A
	PE


	PE


	PE


	 ( S3


	PE


	PE



	E6

(-StartReturn)
	N/A
	PE


	PE


	PE


	( S2
	PE


	PE



	E7

(Confirmed

Transfer

Invocation)
	N/A
	PE
	PE
	PE
	PE
	Ignore
	{relay to

Data transfer

State table}

	E8

(Unconfirmed

Transfer

Invocation)
	N/A
	PE
	PE
	PE
	PE
	Ignore
	{relay to

Data transfer

State table}

	E9

Stop

Request
	Reject
	Reject
	Reject
	Reject
	Reject
	Reject
	 (StopInvocation)

( S3S

	E10

(+StopReturn)
	N/A
	PE


	PE


	PE


	PE


	( S2


	PE



	E11

(-StopReturn)
	N/A
	PE


	PE


	PE


	PE


	( S3


	PE



	E12

Unbind

Request
	Reject
	Reject
	Reject
	 (UnbindInvocation)

Start Timer

( S2U
	Reject
	Reject
	Reject

	E13

(UnbindReturn)
	N/A
	PE


	Stop Timer

( S1


	PE


	PE


	PE


	PE



	
	S1

Unbound
	S1B

Binding
	S2U

Unbinding
	S2

Ready

(Bound)
	S2S

Starting
	S3S

Stopping
	S3

Active

(Started)

	E14

(PeerAbort)
	N/A
	{Clean up}

( S1
	{Clean up}

( S1
	{Clean up}

( S1
	{Clean up}

( S1
	{Clean up}

( S1
	{Clean up}

( S1

	E15

Protocol abort
	N/A
	{Clean up}

( S1
	{Clean up}

( S1
	{Clean up}

( S1
	{Clean up}

( S1
	{Clean up}

( S1
	{Clean up}

( S1

	E16

Return timeout
	N/A
	(PeerAbort)

( S1
	(PeerAbort)

( S1
	N/A
	N/A
	N/A
	N/A

	E17

Decoding error
	N/A
	(PeerAbort)

( S1
	(PeerAbort)

( S1
	(PeerAbort)

( S1
	(PeerAbort)

( S1
	(PeerAbort)

( S1
	(PeerAbort)

( S1

	E18

Credentials failure
	Discard message
	Discard message
	Discard message
	Discard message
	Discard message
	Discard message
	Discard message


Parentheses indicate SLE messages.  For example, “(BindInvocation)” represents a BindInvocation message.

A plus-sign in a message indicates a positive response.  For example, “(+BindReturn)” represents a BindReturn message with a positive result.

A minus-sign in a message indicates a negative response.  For example, “(-BindReturn)” represents a BindReturn message with a negative result.

Curly braces indicate an action that is further defined (sort of like a subroutine).  For example, “{EncodingError}” represents performing a Peer-Abort due to an Encoding Error.

In an effort to make the state table less cluttered, the letters “PE” have been used as a shortcut for “PeerAbort due to Protocol Error; (S1”. 

N/A = not applicable 

“Road map”

At startup, the state is S1 – Unbound.  Typically, E1 is the first event.  

E1 Bind Request

(The Bind Request is rejected unless we are Unbound).  A Bind-Invocation is sent to the Provider.  A timer is started, ensuring that appropriate action is taken if no response is received from the Provider (see event E16).  We move to the transitional state S1B – Binding.  Typically, event E2 occurs next (or, if something goes wrong, E3).

E2 Positive Bind-Return message

(Receipt of a Bind-Return when no Bind-Invocation is pending is a protocol error).   The Provider has responded positively, so we move to state S2 – Ready (Bound).  The timer is stopped because the Provider has responded.  Typically, event E4 occurs next.

E3 Negative Bind-Return message

(Receipt of a Bind-Return when no Bind-Invocation is pending is a protocol error).  The Provider has responded negatively, so we move back to state S1 – Unbound.  The timer is stopped because the Provider has responded.  

E4 Start Request

(The Start Request is rejected unless we are Bound).  A Start-Invocation is sent to the Provider.  We move to the transitional state S2S – Starting.  Typically, event E5 occurs next (or, if something goes wrong, E6).

E5 Positive Start-Return message

(Receipt of a Start-Return when no Start-Invocation is pending is a protocol error).  The Provider has responded positively, so we move to state S3 – Active (Started).  Typically, the next session-control event will be E7 or E8.

E6 Negative Start-Return message

(Receipt of a Start-Return when no Start-Invocation is pending is a protocol error).  The Provider has responded negatively, so we move back to state S2 – Ready (Bound).  

E7 ConfirmedTransferInvocation message

E8 UnconfirmedTransferInvocation message

Although these messages relate to data transfer rather than session-control, they are included in this table because sending them from most states is a protocol error, causing an abort of the session.  In state S3, they are accepted and relayed to the Data Transfer state table.  It is possible that the Provider will send data after we have sent a StopInvocation (state S3S); if so, the data is ignored.

After some number of E7/E8 events, the next session-control event is typically E9. 

E9 Stop Request

(The Stop Request is rejected unless we are Started).  A Stop-Invocation is sent to the Provider.  We move to the transitional state S3S – Stopping.  Typically, event E10 occurs next (or, if something goes wrong, E11).

E10 Positive Stop-Return

(Receipt of a Stop-Return when no Stop-Invocation is pending is a protocol error).  The Provider has responded positively, so we move to state S2 – Ready (Bound).  Typically, the next event is E12.  

E11 Negative Stop-Return

(Receipt of a Stop-Return when no Stop-Invocation is pending is a protocol error).  The Provider has responded negatively, so we move back to state S3 – Active (Started).  .  

E12 Unbind Request

(The Unbind Request is rejected unless we are Bound).  An Unbind-Invocation is sent to the Provider.  A timer is started, ensuring that appropriate action is taken if no response is received from the Provider (see event E16).  We move to the transitional state S2U – Unbinding.  Typically, event E13 occurs next.

E13 Unbind-Return

(Receipt of an Unbind-Return when no Unbind-Invocation is pending is a protocol error).  The Provider has responded positively (note that an Unbind-Return is always a positive response), so we move to state S1 – Unbound.  Typically, this would complete one pass, and the next event would be E1.

THE REST OF THESE EVENTS RELATE TO PROBLEMS THAT MAY OCCUR

E14 – PeerAbort message

This event indicates a Provider-initiated abort of the session.  So, we clean up and return to the Unbound state.

E15 – Protocol abort 

Note that SLE messages are carried over an abstract Transport Mapping Layer.  If that layer detects an unrecoverable error, this event is triggered.  Our response is to clean up and return to the Unbound state.

E16 – Return timeout 

This event ensures that we do not hang forever if unable to Bind or Unbind.

E17 – Decoding error

Note that SLE messages are defined abstractly, and that each message is encoded prior to being sent, and decoded upon receipt.  

If an incoming message cannot be successfully decoded, this event is triggered.  Our response is to issue a PeerAbort due to “Encoding Error”.

E18 – Credentials failure

If a particular SLE message requires authentication, and the credentials supplied within the message are invalid, this event is triggered.  Our response is to discard the message.   

Appendix B - Specification of ‘SLE foundation layer’

(or whatever we want to call it)

3. Concepts
3.1  Foundation layer screening of incoming messages
EDITORS NOTE:  The purpose of this section is to illustrate how the procedure specifications may be shortened by performing screening within the foundation layer.  Perhaps this rough sketch of section 3.1 can be replaced with text from an existing Blue Book?

3.1.1  Applies to all incoming messages

3.1.1.1   If a decoding error occurs, a Peer-Abort is initiated.

3.1.1.2   If credentials are required and the provided credentials are not valid, the message is discarded.

3.1.1.3  There are some other checks; add them later.  

3.1.2 Applies to invocations requiring confirmation

3.1.2.1 If a duplicate Invoke-ID error occurs, the message is rejected, and a negative return message is sent.

3.1.3 For session-control messages (e.g. Bind-Invocation)

3.1.3.1  If receipt of the message in the current state is a protocol error, then a Peer-Abort is initiated.  An example of a protocol error is the receipt of a Bind-Invocation in the Active state.

3.1.4  Applies to data transfer invocations

3.1.4.1  If any procedures are blocked, a negative return message is sent indicating ‘unable to process’.

3.1.5  Applies to Confirmed-Data-Transfer-Invocation

3.1.5.1   If the Sequence Number in the invocation does not match the expected value, then a negative return message is sent indicating ‘out of sequence’.
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State Transition Diagram for SLE-CSTS User Session Control 
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Notes:

		The states that end in “ing” are transitional states (Binding, Starting, Stopping, Unbinding)

		Positive return messages are shown with a plus sign (for example, “+BindReturn”), and negative returns with a minus sign (for example, “-BindReturn”).

		PeerAborts are not shown; they only occur if the protocol is violated or a failure occurs in a protocol layer below SLE.  They result in a return to the Unbound state.
















