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1 Introduction            

The CCSDS Spacecraft M&C [SM&C] Working group has developed a set of standard service specifications, which together will offer an open service-oriented architecture suitable for spacecraft mission operations.  This group is highly active in CCSDS and has been supported by 10 space agencies.  Standardisation of mission operation services will enable greater interoperability between the mission control infrastructures of different space agencies, and other satellite operators. Indeed, the prototyping efforts of the SM&C working group have demonstrated clearly that the operational interoperability benefits can be successfully achieved.

The CCSDS standards adoption process requires the development of at least two co-working prototype implementations. The SM&C group fully meets this requirement through the participation of ESA, CNES, and BNSC in the prototyping effort. Therefore, this document provides a final report on the prototyping efforts conducted by the working group. 
1.1 Document Overview

Section 1 of this document provides an overview of the SM&C working group prototyping work.

Section 2 provides an overview of the prototyping context.
Section 3 of the document discuses the prototyping efforts conducted by each organisation and its relationship to the standards. 

Section 4 provides an overview of the inter agency interoperability tests conducted
Section 5 defines the way forward of the SM&C efforts

1.2 Definition of Terms

Service: A service is an operation, or set of operations, that is well defined, self-contained, and does not depend on the state or context of another service. A service may be implemented in terms of, or use another service but this should not be apparent to a service consumer.

Service provider: A service provider is an entity that implements a service, equivalent to the target in a controller and target pattern. A service provider may also be a service consumer of lower level services. However, this would and should be transparent to the consumers of the service; i.e., this is an implementation detail.

Service consumer: A service consumer is an entity that uses a service being supplied by a service provider. A service consumer may also be a service provider to higher level service consumers. However, this would and should be transparent to the lower level service being invoked; i.e., this is an implementation detail.

Service directory: A service directory is an entity that provides publish and lookup facilities to service providers and consumers. Strictly speaking a directory is not required if a well known service is to be used; however, in most circumstances a directory provides required flexibility in the location of services. Service location can be statically configured, dynamically discovered through a service directory, or a combination of the two; this is an implementation choice. The service directory is itself, by definition, a service.
2 Prototype Overview
In the context of every prototype, the two main players are the controller (or service consumer) and the target (or service provider). In practical terms, the controller is a Mission Control System (MCS) and the target a spacecraft simulator.  The goal is that any MCS is able to monitor and control any spacecraft. In order to achieve this when using legacy systems, adapters need to be developed. On the MCS side, the adapter converts monitoring and control messages from the proprietary format and protocol used by the MCS to the canonical SM&C format and protocol. Similarly, on the spacecraft (or simulator side), the adapter converts the monitoring and control messages from the canonical SM&C format and protocol to the proprietary format and protocol used by the spacecraft.
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Figure 2‑1 SM&C service model layers

There are three layers to the SM&C service model as illustrated in Figure 2‑1.  In any complete system, there are also two halves to the service namely, a Consumer side and, Provider side as displayed in Figure 2‑2.  The technology platform of the Consumer and Provider may be different, providing they share a common implementation at or below the protocol layer.  Each layer offers a standard Service Access Point (SAP) to the layer above, with this SAP being realised as a specific Application Programmers Interface (API) in the context of the technology platform of the implementation.  For the consumer and provider to be interoperable, they must share an interoperable protocol at some layer and an equivalent service [protocol] stack on both sides of the interface.  In the SM&C context, this protocol layer is encapsulated within the SM&C message abstraction layer.
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Figure 2‑2 The SM&C stack deployed in both producer & consumer

An implementation of the message abstraction layer depends on both the offered API and the binding to the next layer down.  Each service layer is therefore in essence an adapter from the higher level API to the lower level API.  The SM&C Core to Common binding should be common to all implementations, although the implementation [API] for this interface will be platform specific.  Each prototype therefore comprises of implementations of the SM&C Core and Common layers, and will require an application level adapter to map existing/legacy interfaces to the SM&C Core API.

The BNSC prototype being implemented by SciSys and LogicaCMG forms part of a wider prototyping scenario supported by other CCSDS member agencies:  ESA, CNES and BNSC.  In this wider prototyping scenario, there will be at least two independently developed prototypes for each layer of the SM&C protocol stack. The various agency prototypes have been successfully interconnected via a network (local or internet) over which a standard messaging layer has been applied e.g. JMS, RMI. 
2.1 Prototype Development History

The prototype was developed in an incremental fashion with two versions being produced and publicly demonstrated at the CCSDS Workshop in Rome (June 06 Version 1), and at the CCSDS Workshop in Colorado Springs (Jan 07 Version 2). Both live demonstrations were well attended by numerous public and commercial organisations. 
The sections below briefly describe the purpose and scope of the two versions.
2.1.1 Version 1

The first prototype demonstrated the simple proof of concept that a legacy system i.e. the ESA simulator could be mapped to the new SM&C messaging services. In order to simulate an operational scenario and fully test the initial services of SM&C the BNSC sponsored plug-in applications were developed namely adapters to APEX and X3DMON.
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Figure 2‑3 Prototype overview version 1

The Simulator component of the prototype was provided by ESA, it consisted of the GOCE simulator which was running the actual GOCE onboard software. The SM&C simulator adaptor received the Actions from the APEX component and converted them into the correct Simulator script calls. Telemetry (Status) information was provided to the two clients by periodically invoking a script to retrieve the set of required parameters from the simulation. This approach was simplistic but allowed the development of the prototype without requiring any modification of the simulator code.

The overall concept was for the ESA simulator to register its services in a Common Directory service. This directory service was used by the two client application namely APEX and X3DMON to look up and connect in order to receive parameter status information. 

The second component of the prototype was SciSys’s advanced automation product APEX. APEX consumed parameter status values being generated by the ESA Simulator SM&C adaptor. It then injected command actions as a result of the automation procedures being executed. These actions affected the simulator and this was reflected in the values being received via the parameter status service.

The last component of version one of the prototype was X3DMON (X3D MONitoring tool). This is a diagnostic tool that allows operators to view parameter updates visually on a 3D model of a spacecraft.  The overall concept for version one of the prototype was to leverage the SM&C prototype to obtain parameter updates using the status service, and reflect these within the diagnostic tool. Figure 2‑4 provides a screenshot of X3DMON receiving parameter updates over the SM&C infrastructure. 
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Figure 2‑4 X3DMON receiving updates over SM&C 

X3DMON thereby provided a graphical means to monitor the overall status of the spacecraft.
It should be noted that the simulator is running the actual onboard software of the spacecraft being simulated, so in both cases representative telemetry and commands are being generated and consumed. 
2.1.2 Version 2

The second prototype evolved the concept further and demonstrated a more environment realistic deployment with a Mission Control System. The Mission control system provided local services to client applications and furthermore, enhanced the raw information obtained from the spacecraft. This mission control system was provided by CNES and is know as Octave. 
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Figure 2‑5 Prototype overview version 2
Octave is a CNES Java MCS used for Doris Instrument monitoring on CRYOSAT 1, and PHARAO AIT. It will also be used for MEGHA-TROPIQUE AIT and other future missions. It includes the following functions related to Core SM&C specification:

· Telemetry reception, quality/completeness checks and packet extraction

· Telemetry processing, monitoring and visualization

· Commands editing, validation and encoding

· Commands release and verification

The Telemetry is described via the description language EAST. From this description, Octave automatically generates the associated JAVA classes and code. It is based on a Service Oriented Architecture approach and was relatively easy to make it compliant with SM&C.
The ESA simulator this time was the Aeolus spacecraft. The adaptor was extended in the second prototype to use a TCP/IP socket instead of the simple script interface or the first prototype to communicate with the simulator using a legacy packet protocol. The adaptor converted these packets to a SM&C compliant service interface. This provided raw telemetry aggregations to the CNES MCS which enhanced the raw values with engineered/calibrated values and also provided limit checking of those raw values. This was a much more realistic demonstration as the simulator adaptor communicated using the spacecrafts legacy protocol.
The two client applications APEX and X3DMON connected to the MCS this time rather than directly to the simulator and processed the telemetry values. The SciSys APEX component executed automated procedures that injected commands to affect the simulated spacecraft, the execution status of these commands were reported back to APEX and X3DMON using the SM&C action status service.

The version 2 architecture is exactly how a real deployment would function where a bespoke/legacy protocol is used when communicating with the spacecraft.

3 Standard Verification
The importance of fully integrating the prototypes was never underestimated by the SM&C working group. Numerous activities took place to ensure the capabilities of the SM&C prototype being developed. This section provides details on each organisation’s prototyping efforts along with a mapping of which elements of the standards were executed. 
3.1 ESA
The simulator component of the prototype basically provides an adaptor component that converts between the legacy protocol of the ESA simulator and the SM&C services as illustrated in Figure 3‑1. This adaptor provided the ability to:-

· Receive PUS compliant telemetry packets from the ESA simulator and converted these to parameter status messages

· Receive action messages and concert then into PUS compliant telecommands 
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Figure 3‑1 SM&C – ESA Simulator Adaptor

3.1.1 Demonstrated Features
The following services were either used by or provided by the Simulator:

· Common Directory Service

· Core Action Service

· Core Aggregation Service

· Messaging layer (MAL)

3.2 BNSC APEX Adaptor
APEX is an automation tool that was chosen to drive the ESA simulator by sending Actions to the simulator adaptor. APEX provides a generic API that allows it to monitor and control systems that provide parameter like status information and accept command like structures for control. A library was developed that maps from this generic APEX API to the relevant mechanism used by the system being monitored and controlled as shown in Figure 3‑2. This was called an APEX bridge library. This bridge mapped from the generic APEX API to the SM&C service API. The creation of this bridge was straight forward as the APEX model and the SM&C model are closely aligned, both being examples of Service Orientated Architecture.
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Figure 3‑2 APEX Adaptor

3.2.1 Demonstrated Features
The following services were either used by or provided by APEX:

· Common Directory Service

· Core Action Service

· Core Status Service

· Messaging layer (MAL)
3.3 CNES

3.3.1 Architectural overview

The CNES Mission Control System Octave provides both a Telemetry server and a Telemetry client (called TMBrowser). The Octave Telemetry Server acts as both an SM&C client for aggregation service and an SM&C provider for Aggregation, status, behaviour and monitoring service. It consumes aggregations from the Aggregation provider (i.e. Aeolus aggregation provider) and translates it into internal Octave model using a small adapter. On the other side, aggregation, status and monitoring messages are produced from Octave’s internal model. These messages are subsequently converted to SM&C protocol messages using a set of adapters, as illustrated in Figure 3‑3. The original Octave Middleware API was replaced for version 2 of the prototype which integrated the MCS to use the MAL API, this process was straight forward as the concepts of the MAL matched closely to those of the existing middleware.
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Figure 3‑3 Telemetry Services
In addition to the telemetry services, Action services have been added to octave to provide SM&C Action and verification services. These services are mapped onto core internal CNES models using adapters. The CNES Command server, acts as Action and Verification client. It is connected to AEOLUS data providers and is also an Action and Verification provider. (This is especially useful to test the Action.takeAction service).
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Figure 3‑4 Action Services
3.3.2 Demonstrated Features or standard

The following services were either used by or provided by the MCS on two missions (ATV and Aeolus):

· Common Directory Service

· Core Action Service

· Core Status Service

· Core Aggregation Service

· Messaging layer (MAL)

3.4 BNSC 
The BNSC sponsored plug-in application X3DMON would be used to display the parameter data generated by the SM&C adaptor to the simulator or MCS. The process involved developing an SM&C adaptor inside of the X3DMON process that was able to receive and interpret the status messages generated. The X3DMON application needed to first locate the status and alert services. To do this it leveraged the common directory service. After resolving the service several parameters where registered with SM&C adaptor. During early versions the RMI protocol was used for the communication of status messages between X3DMON and the SM&C adaptor. This was changed for version 2 to use SOAP encoding over the JMS transport. Additionally, in version 2 X3DMON was adapted to show the flight behaviour of the spacecraft. This was done to ensure that the parameter values were in the ranges expected as would be in live operational usage.

Although not demonstrated at the CCSDS meeting in October X3DMON was enhanced for version 2 of the prototype to receive alerts from the SM&C adaptor. The overall process was conceptually similar to that of the status mechanism. 


Figure 3‑5 Simulator architecture 
3.4.1 Demonstrated Features

The following services were used by X3DMON and provided by a test simulator or SCOS 2000 mission control system.

· Common Directory Service

· Core Alert Service

· Core Status service

· Messaging layer (MAL)


4 Report on Test Achievement
Several inter agency test were conducted with the SM&C reference implementation to insure full interoperability. 

As the service specifications evolved the prototypes needed to keep pace with this evolution in order to technically verify the completeness of the standard and furthermore, identify technical issues. This section provides an overview of the evolving inter agency test cases used to validate the SM&C stack. 
4.1 Version 1 

A complete overview of the operational scenario tested is provided in section 2.1.1.
	Test Case ID
	1
	Title
	Start simulator

	Test Description
	Start the ESA spacecraft simulator

	Pass Criteria
	Simulator running
	Result
	Success

	Comment
	

	Test Engineer
	

	Test Date
	06/06/06


	Test Case ID
	2
	Title
	Start Common Directory Service

	Test Description
	Start the SM&C common directory service

	Pass Criteria
	Confirm directory status through MMI
	Result
	Success

	Comment
	

	Test Engineer
	

	Test Date
	06/06/06


	Test Case ID
	3
	Title
	Start SM&C Adaptor

	Test Description
	Start the SM&C Adaptor and confirm the service has been registered

	Pass Criteria
	Check MMI for service registration
	Result
	Success

	Comment
	

	Test Engineer
	

	Test Date
	06/06/06


	Test Case ID
	4
	Title
	Start Apex

	Test Description
	Confirm APEX is running 

	Pass Criteria
	Command line
	Result
	Success

	Comment
	

	Test Engineer
	

	Test Date
	06/06/06


	Test Case ID
	5
	Title
	Start Apex bridge

	Test Description
	Start the bridge to adapt SM&C protocol to APEX and vice versa.

	Pass Criteria
	Confirm service registration in the directory service
	Result
	Success

	Comment
	

	Test Engineer
	

	Test Date
	06/06/06


	Test Case ID
	6
	Title
	Register parameters

	Test Description
	Start X3DMON and Register the parameter set to the SM&C status service. 

	Pass Criteria
	Satellite 3D model payload sensor should glow on status reception. A glowing sensor indicates parameter value reception for a given onboard payload sensor. 
	Result
	Success

	Comment
	

	Test Engineer
	Brendan Harnett

	Test Date
	06/06/06


	Test Case ID
	7
	Title
	Procedure Execution 

	Test Description
	Run simulation sequence to initiate automation procedure execution. Actions should be raised. 

	Pass Criteria
	Confirm command sequences 
	Result
	Success

	Comment
	

	Test Engineer
	Sam Cooper

	Test Date
	06/06/06


	Test Case ID
	8
	Title
	Parameter Updates

	Test Description
	Action updates from APEX the automation tool should cause changes to the simulation model. The result of this should be satellite parameter changes. These should be visible on X3DMON.

	Pass Criteria
	Check the 3D model and parameter update table. The values of parameters should be changing
	Result
	Success

	Comment
	

	Test Engineer
	Brendan Harnett

	Test Date
	06/06/06


4.2 Version 2

A complete overview of the operational scenario tested is provided in section 2.1.2.
	Test Case ID
	1
	Title
	Start simulator

	Test Description
	Start the ESA spacecraft simulator

	Pass Criteria
	Simulator running
	Result
	Success

	Comment
	

	Test Engineer
	Sam Cooper

	Test Date
	26/01/07


	Test Case ID
	2
	Title
	Start Common Directory Service

	Test Description
	Start the SM&C common directory service

	Pass Criteria
	Confirm directory status through MMI
	Result
	Success

	Comment
	

	Test Engineer
	Sam Cooper

	Test Date
	26/01/07


	Test Case ID
	3
	Title
	Start SM&C Adaptor

	Test Description
	Start the SM&C Adaptor and confirm the service has been registered

	Pass Criteria
	Check MMI for service registration
	Result
	Success

	Comment
	Sam Cooper

	Test Engineer
	

	Test Date
	26/01/07


	Test Case ID
	4
	Title
	Start MCS

	Test Description
	Start Octave the mission control system

	Pass Criteria
	Check the directory service for publication of service
	Result
	Success

	Comment
	

	Test Engineer
	Pierre-Alban Cros

	Test Date
	26/01/07


	Test Case ID
	5
	Title
	Start reading aggregation 

	Test Description
	The simulator is providing the aggregation service. Connect Octave to this service in order to receive telemetry packets (Aggregation)

	Pass Criteria
	Check the GUI console for telemetry flow. This should be visible in raw format.
	Result
	Success

	Comment
	

	Test Engineer
	Pierre-Alban Cros

	Test Date
	26/01/07


	Test Case ID
	6
	Title
	Start Octave telecomand builder (SM&C Action Service provider)

	Test Description
	The Action service provider is required to inject commands from the Apex Action service client. These actions are then delivered to the ESA simulator to update the spacecraft model.

	Pass Criteria
	Check the service is registered in the SM&C directory service
	Result
	Success

	Comment
	

	Test Engineer
	Pierre-Alban Cros

	Test Date
	26/01/07


	Test Case ID
	7
	Title
	Start Apex

	Test Description
	Confirm APEX is running 

	Pass Criteria
	Check command line messages for error. No errors should be reported 
	Result
	Success

	Comment
	

	Test Engineer
	Sam cooper

	Test Date
	26/01/07


	Test Case ID
	8
	Title
	Procedure Execution 

	Test Description
	Run simulation sequence to initiate automation procedure execution. Parameters should be displayed and Actions should be raised. 

	Pass Criteria
	Confirm telemetry displays and that command sequences are progressing
	Result
	Success

	Comment
	

	Test Engineer
	Sam Cooper

	Test Date
	26/01/07


	Test Case ID
	9
	Title
	Check Actions

	Test Description
	Check the Actions are being received by Octave from APEX. Check that the Actions are being received by the simulator from Octave. Check that responses from the Simulator are received by Octave and then passed on to APEX.

	Pass Criteria
	Check Octave and Simulator telecomand console for reception of Actions (commands). Check that Actions are issued and complete in the APEX displays
	Result
	Success

	Comment
	

	Test Engineer
	Pierre-Alban Cros

	Test Date
	26/01/07


	Test Case ID
	10
	Title
	Open Octave telemetry browser

	Test Description
	Open the telemetry browser and select a number of parameters for real time display on the GUI. These parameters are being generated by the ESA simulator as a result of the Actions instigated by APEX.

	Pass Criteria
	The parameter values will be changing as a result of the simulation being executed. Check the parameters are being updated
	Result
	Success

	Comment
	

	Test Engineer
	Pierre-Alban Cros

	Test Date
	26/01/07


	Test Case ID
	11
	Title
	Register parameters

	Test Description
	Register the parameter set to the SM&C status service. After registration status updates should be received on the displays.

	Pass Criteria
	Satellite 3D model payload sensor should glow on status reception
	Result
	Success

	Comment
	

	Test Engineer
	Steven James

	Test Date
	26/01/07


	Test Case ID
	12
	Title
	Satellite rotation

	Test Description
	In order to cool the satellite solar panels the spacecraft is rotated. Observe the rotation of the spacecraft. This should speed up as the parameter values decrease and slow down as the decrease. 

	Pass Criteria
	Validate parameter value against satellite rotational speed on the 3D model.
	Result
	Success

	Comment
	

	Test Engineer
	Steven James

	Test Date
	26/01/07


5 Conclusions & Way Forward
In conclusion, the CCSDS working group had 3 independent organisations namely CNES, ESA and BNSC working together on the standard reference implementation. The implementation was successful used within a number of plug-in applications that aided in the validation of the prototype. These applications have proven on several occasions that the reference implementation can meet the needs of mission operation applications. The live demonstration conducted at CCSDS Colorado this year was a realistic deployment of SM&C indeed, the legacy systems adapted where real mission operation systems. All international tests held by the agencies were successful conducted with only minor configuration issues. Indeed on several occasions tests were held in front of representatives from almost all agencies. 
The plug-in applications validated 100% of the following elements of the standard:-

· Message abstraction layer

· Common Directory Service

· Core Action Service

· Core Aggregation Service

· Core Status Service

· Core Alert Service

The following services were not validated during the prototyping efforts:

· Common Login 
Service, 

· Common History Service
· Common Replay Service
Overall, the success of the prototype effort to date provides total confidence in the completeness of the standardisation effort. This is further emphasised by the actuality that CNES is basing parts of its new control system on the work.
The future of the standard is bright with interest continuing to grow by both commercial and public organisations. Therefore, the need for new common and core service will likely grow with plans already underway to consider time and planning services. With the proven foundation now in place, prototyping these new services will be a simple process. The current prototype will therefore be used as the foundation platform on which these new services can easily build upon.
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�What about the history and replay services?
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